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Abstract—In this paper, we propose a new distributed coding
structure with a soft input soft output (SISO) relay encoder
for error-prone parallel relay channels. We refer to it as the
distributed soft coding (DISC). In the proposed scheme, each
relay first uses the received noisy signals to calculate the soft bit
estimate (SBE) of the source symbols. A simple SISO encoder
is developed to encode the SBEs of source symbols based on a
constituent code generator matrix. The SISO encoder outputs at
different relays are then forwarded to the destination and form a
distributed codeword. The performance of the proposed scheme
is analyzed. It is shown that its performance is determined by
the generator sequence weight (GSW) of the relay constituent
codes, where the GSW of a constituent code is defined as the
number of ones in its generator sequence. A new coding design
criterion for optimally assigning the constituent codes to all the
relays is proposed based on the analysis. Results show that the
proposed DISC can effectively circumvent the error propagation
due to the decoding errors in the conventional detect and forward
(DF) with relay re-encoding and bring considerable coding gains,
compared to the conventional soft information relaying.

Index Terms—Cooperative communications; Decode and For-
ward; Distributed Coding; Relay Networks, Soft Coding.

I. INTRODUCTION

IN wireless networks, the transmitted signal is overheard
by all nodes in the vicinity of the transmitter. Similarly,

a receiver can hear transmissions from multiple neighbouring
nodes. This broadcast nature of wireless networks provides
unique opportunities for collaborative and distributed signal
processing techniques. Nodes other than the intended des-
tination can listen to a signal at no additional transmission
cost and it is globally efficient for these nodes to forward the
information to the destination. This process of transmitting
data from source to destination via one or more nodes is
referred to as relaying, which has been shown to yield spatial
diversity and great power savings [1-2].

Two most frequently used relaying protocols in relay net-
works are amplify and forward (AF) and detect and forward
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(DF), which is also referred to as the decode and forward for
the coded systems [1-3, 37]. Recently, some variations of AF
and DF protocols have been proposed to further improve the
performance of relayed transmission, such as selective DF [1],
soft information relaying (SIR) and adaptive relaying protocol
(ARP) [9, 43, 45]. Among them, the SIR scheme has recently
attracted a lot of interest due to its superior performance [4-
8, 23-28, 33]. There are generally various ways to represent
the soft information. Two commonly used SIR schemes are
the SIR scheme based on soft bit estimate (SIR-SBE) and the
SIR based on log-likelihood ratio (SIR-LLR).

The SIR-SBE schemes and soft encoding were first pro-
posed in [4, 8], where a soft encoding method was developed
to calculate the SBE of coded symbols. The SIR-LLR was first
discussed in [5], where the relay calculates and forwards the
LLR of received symbols. It was shown in [6, 31] that the SIR-
SBE is an optimal relaying protocol in terms of minimizing
the mean square error (MSE) or maximizing the overall
destination SNR. The Gaussian distribution has been used
to approximate the probability distribution function (PDF) of
both SBE and LLR. However, it was later shown in [7, 29, 34]
that the SBE of an encoder output does not follow the exact
Gaussian distributions, which is particularly true for recursive
encoders. To further improve the performance of SIR scheme,
[29] proposed an accurate error model of SBE by dividing the
error pattern in SBE into hard and soft errors and calculating
them separately. It is shown that such error model is more
accurate than the Gaussian distribution and brings considerable
performance improvement. Soft fading was proposed in [36]
as an alternative way to model the soft-errors introduced
in SIR processing at the relay via fading coefficients. A
mutual information based SIR scheme was developed in [33],
where the relay forwarding function consists of the hard
decisions of the symbol estimates and a reliability measure.
The reliability measure was determined by the symbol-wise
mutual information computed from the absolute value of the
LLR at the relay. In [24], a novel approach was proposed
for analyzing the performance of SIR scheme by calculating
the mutual information loss due to the use of a soft channel
encoder at the relay. Soft information estimate and forward
scheme was further extended to higher order such as MQAM
modulations in [28] and to two way relay networks in [26]. In
general, all these schemes take advantage of soft information
processing at the relay to improve system performance.

It is well known that the main performance degradation in
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a DF protocol is caused by the error propagation during the
decoding and relay encoding process when decoding errors
occur at the relay. Unlike DF protocol that makes a hard
decision based on the transmitted information symbols at
the relay, SIR can effectively alleviate error propagation by
calculating and forwarding the corresponding soft information.
Forwarding soft information at the relays provides additional
information to the destination decoder to make decisions,
instead of making premature decisions at the relay decoder.
Thus SIR outperforms both AF and DF protocols and can
achieve a full diversity order in fading channels [33].

Recently, some distributed coding schemes have been pro-
posed to exploit the spatial diversity and the distributed coding
gains in wireless relay networks [47]. By applying the space
time coding principle, distributed space time codes [10-13, 49]
have been proposed for wireless relay networks. To further
improve the system performance, the distributed low density
parity check (LDPC) codes [14, 15, 18], distributed turbo
coding (DTC) [16, 17, 42, 44, 46, 48], irregular distributed
space-time code [49] and distributed rateless coding [39-
41] have been developed for a 2-hop single relay network.
However, these distributed coding schemes are based on the
DF relaying protocols and assume that either relays can always
decode correctly or relays will not forward when they cannot
decode correctly. Few of them have actually considered how
to perform relay encoding when there are decoding errors in
the source to relay links. In [29, 37], a few error models
have been proposed for distributed coding using DF protocol
by taking into account the decoding errors in the destination
decoding. In [4, 7, 8, 23, 29, 31, 36, 38], distributed schemes
with soft information encoding have been developed for a
relaying system containing only one relay when imperfect
decoding occurs at the relay. In these schemes, instead of
making decisions on the transmitted information symbols
at the relay as in other distributed coding schemes [14-
18], the relay calculates and forwards the corresponding soft
estimates. The soft information encoding methods proposed
in these papers are basically a probability inference method
developed for the convolutional codes. The encoding process
is complicated and also it only considered one relay. Very
recently soft encoding was applied to distributed turbo product
and distributed LDPC codes in [35, 36]. It has been shown in
these papers that the soft information encoding can effectively
mitigate error propagation caused by the imperfect decoding
and thus improve the system performance.

To facilitate the hardware implementation, in [23] Winkel-
bauer and Matz proposed a soft encoder structure implemented
using shift registers based on the boxplus operation. It has
greatly reduced the complexity of the soft encoder compared
to the existing algorithms. However, the boxplus representa-
tion in the soft encoder are still quite complex and thus hard
for performance analysis. Thus [23] only considered a single
relay system, and no performance analysis and code design
has been done. How to extend the soft encoding to general
multiple parallel relay network and design the optimal codes
for relay soft encoding remains an open problem.

Till now it is still unknown what is the optimal way to en-
code the noisy estimates of the source symbols to circumvent
error propagation in the encoding process at the relay and

simultaneously provide significant distributed coding gains in
general multiple parallel relay network. It is still unclear if
encoding these noisy estimates can bring any further gains.
A general framework for designing and analyzing distributed
coding in a general error-prone relay channel is needed.

In this paper, we propose a simple distributed coding
scheme with soft input soft output (SISO) relay encoders for
a two-hop parallel relay network with one source, multiple
parallel relays and one destination. We refer to the proposed
scheme as the distributed soft coding (DISC). In DISC,
different relays exploit a SISO encoder to encode the received
analog signals using different constituent codes. The proposed
SISO relay encoder has a very simple encoding structure and
can be implemented by using the structure of conventional
channel encoders in the complex number domain. Compared
to the SISO encoding scheme in [8], which is a probabil-
ity inference method and involves complicated calculations
in encoding process, the proposed SISO relay encoder can
achieve the exactly the same performance, but has a very
simple encoding structure. It performs the encoding of the
noisy source symbol estimates at the relays. Each relay first
calculates the SBEs of the source symbols and the SBEs are
subsequently encoded by using the proposed SISO encoder,
whose outputs are then forwarded to the destination. At the
destination, the signals forwarded from various relays form a
distributed codeword.

The performance of the DISC is then analyzed. It is shown
that its performance is determined by the generator sequence
weights (GSWs) of the relay constituent codes, where the
GSW of a constituent code is defined as the number of ones
in its generator sequence. To optimize the BER performance,
one should make the GSW of each constituent code as large
as possible by increasing the memory length of the relay
encoder. This is the same as for the conventional convolutional
codes. However, the GSWs cannot be chosen arbitrarily, as
the code may become catastrophic for certain combinations
of GSW values. For most of conventional noncatastrophic
convolutional codes, GSWs are different for different con-
stituent codes. Given K GSWs of K constituent codes, we
need to determine what is the optimal way of pairing off the
K constituent codes with K relays. A coding design criterion is
proposed based on the BER performance analysis of the DISC.
It is shown that for the optimal pairing one should match
the GSW value of a constituent code to the corresponding
input SNRs of a relay and assign the constituent code with a
large GSW to the relay with a large input SNR. Simulation
results show that the proposed DISC with optimal pairing
is superior to the DISC with the un-ordered pairing. It is
also shown that the DISC can effectively overcome error
propagation in the encoding process at the relays and thus
significantly outperforms the conventional detect and forward
(DF) schemes with relay re-encoding. Furthermore, unlike the
DF scheme, where the error performance degrades as the
number of encoder states increases, the performance of the
proposed DISC greatly improves as the number of encoder
states increases thus bringing significant distributed coding
gains compared to the conventional soft information relaying
(SIR) without relay encoding.

The rest of the paper is organized as follows. In Section
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Fig. 1. SISO channel encoder, where the addition is done in the complex field.

II, we describe the proposed DISC scheme. Its performance
is analyzed in Section III. Section IV provides the simulation
results. Conclusions are drawn in Section V.

Notations: In this paper, we use a lowercase and capital
bold face letter to denote a vector and a matrix, respectively.
The modulated signal of a symbol b(n) is denoted as xb(n)
and the soft estimate of b(n), given its a posteriori probability,
is denoted as x̃b(n).

II. DISTRIBUTED SOFT CODING WITH A SISO RELAY

ENCODER

In this section, we first briefly describe a SISO encoder
using a single constituent convolutional code (CC) of rate 1.
We then apply it to a general two-hop relay network using
multiple constituent codes.

A. SISO Convolutional Encoder

Let us consider a rate-1 CC with the generator sequence
of g = (g1, g2, . . . , gM ) and the generator matrix G. Let us
denote by c = (c(1), · · · , c(N)) the encoder output codeword
of information bits b = (b(1), · · · , b(N)), generated by the
generator matrix G, where c(n) is the n-th code symbol of b.
Let xc = (xc(1), xc(2), · · · , xc(N)) represent the modulated
sequence of c.

Let r be a vector of analog signals, carrying information
bits b. Let us denote the a posteriori probability (APP) vector
of b, given r, by

Prr = {(Pr0(1), P r1(1)) , · · · , (Pr0(N), P r1(N))} , (1)

where Pr0(n) and Pr1(n) are the APPs of b(n) = 0 and
b(n) = 1, given r at time n. Given the APPs of b, the soft bit
estimate (SBE) of b(n), denoted by x̃b(n), representing the
expected value of xb(n), can be calculated as

x̃b(n) = E(xb(n)|r) = Pr0(n)− Pr1(n). (2)

As shown in [6, 8, 21], the SBE of symbol xb(n), denoted
by x̃b(n), can be represented by the following model

x̃b(n) = xb(n) (1− w̃(n)) = αxb(n) + win(n), (3)

where win(n) = −xb(n) (w̃(n)− μw̃) is the noise term in the
SBE with a zero mean and variance of σ2

in, w̃(n) > 0 is an
equivalent noise independent of xb(n) with a mean

μw̃ =
1

N

N∑
n=1

w̃(n) =
1

N

N∑
n=1

(1 − xb(n)x̃b(n)),

and variance of

σ2
w̃ =

1

N

N∑
n=1

(1− xb(n)x̃b(n)− μw̃)
2, (4)

and α = 1 − μw̃. It can be easily verified that xb(n) and
win(n) are independent.

Given r, or equivalently, given the SBEs of information
bits b, now let us look at how to calculate the SBEs of the
codeword c(n) of b, denoted by x̃c(n).

To calculate the SBEs of the codeword c, let us first
use the probability inference method in [8] to calculate the
probabilities of c, denoted by Pr (xc(n)|Prr), as follows

Pr (xc(n) = q|Prr) =
∑

m∈U(xc(n)=q)

Prbc (n)Pr (Sm(n))

(5)

Pr (Sm(n+ 1)) =
∑
m′

Pr (Sm(n+ 1)|Sm′(n))Pr (Sm′(n))

=
∑
m′

Prbn(m,m′) (n)Pr (Sm′(n)) (6)

where Sm(n) represents the encoder states of m at time
n, U(xc(n) = q) is the set of branches, whose encoder
output is equal to q, bc is the corresponding input information
bit, Prbc (n) is the probability of bc at time n, bn(m,m′)
represents the input information bit resulting in the transition
from state m′ at time n to m at time n+1, and Prbn(m,m′) (n)
is the probability of information bit bn(m,m′) at time n.

To gain more insights into the soft encoding process, let us
first consider a simple rate-1 CC with the generator sequence
of g = (1, 1, 1) and apply the above equations alternatively
to this code, we can easily find that the SBE of encoder input
and output for this code has the following simple relationship

x̃c(n) = x̃b(n)x̃b(n− 1)x̃b(n− 2) (7)

Let us define lnx̃b = (ln x̃b(1), · · · , ln x̃b(N)) and lnx̃c =
(ln x̃c(1), · · · , ln x̃c(N)), where for a complex number x =
rejθ , lnx = ln |r|+ jθ. Therefore, for a negative real number
x < 0, lnx = ln |x|+ jπ. Then Eq. (7) can be further written
as

ln x̃c(n) = ln x̃b(n) + ln x̃b(n− 1) + ln x̃b(n− 2)

= Gn (lnx̃b)
T (8)

lnx̃c = G(lnx̃b)
T (9)

where Gn is the n-th row of G.
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(8) and (9) are derived for an example constituent convo-
lutional code (CC), but they can be applied to the general
non-recursive convolutional codes, as shown in the following
theorem.

Theorem 1 - SISO Encoder: Let x̃b (n) represent the input
soft bit estimate (SBE) to a channel encoder. Then given a
generator matrix G =

(
GT

1 ,G
T
2 , · · · ,GT

N

)T
of a rate-1 linear

constituent code, where Gn is the n-th row of G and the ij-th
element of G is denoted by Gij , Gij ∈ {0, 1}, the logarithm
of the SISO encoder outputs for the soft inputs lnx̃b, denoted
by lnx̃c, can be calculated as

lnx̃c = G(lnx̃b)
T . (10)

The corresponding soft encoder outputs are given by

x̃c(n) = exp (ln x̃c(n)) = exp
(
Gn(lnx̃b)

T
)

= exp

(
N∑
i=1

Gni ln x̃b(i)

)
=

∏
i∈{Un}

x̃b(i) (11)

where Un = {Gnj = 1, j = 1, ..., N}, n = 1, ..., N , is the set
of non-zero coefficients in Gn = (Gn1, Gn2, · · · , GnN ).

Proof: See Appendix A.
Theorem 1 formulates a simple SISO encoder structure,

which is shown in Fig. 1. As shown in the figure, the SISO
encoder can be implemented by using a convolutional encoder
structure, but the difference is that the addition operation in
the SISO convolutional encoder is done in a complex field,
not in binary field. We can see from the figure that the SISO
channel encoder can be implemented by adding a logarithm
and an exponential module at the front and the back of the
conventional encoder, respectively.

B. Distributed Soft Coding with a SISO Relay Encoder

In this subsection, we introduce a distributed soft coding
(DISC) scheme for a general 2-hop parallel relay network
based on the previously described SISO encoder. For sim-
plicity, in the following sections, we consider a non-recursive
convolutional code (NRCC) as the constituent code in the
SISO encoder at each relay. As shown in Fig. 2, the network
consists of one source, K relays and one destination. We
assume that there is no direct link between the source and
destination as it is too weak compared to the relay links and is
thus ignored. For simplicity, we assume that no channel coding
is performed at the source node. Since we consider an uncoded
system, we will refer to DF as the detect and forward in the
rest of this paper. The proposed scheme can also be applied to
the coded system. If a channel code is applied at the source,
relays will perform the same soft encoding process as for an
uncoded system, but a concatenated code will be formed at
the destination.

Let b = (b(1), · · · , b(n), · · · , b(N)) be a binary in-
formation sequence of length N , generated by the source
node. b is first modulated into a signal sequence xb =
(xb(1), · · · , xb(n), · · · , xb(N)) and then transmitted, where
xb(n) is a modulated signal of b(n). For simplicity, in this
paper, we consider the BPSK modulation and assume that the
symbol 0 and 1 are modulated into 1 and -1, respectively.
Similar to [1, 2, 8, 9], we assume that the source and relays

Fig. 2. A general two-hop parallel relay network.

Fig. 3. The encoder structure at relay k in DISC.

transmit signals over orthogonal channels. We will concentrate
on a time division scheme, for which each node transmits in a
separate time slot. The source first broadcasts the signals xb

to all K parallel relays. Let rsrk =
(
rsrk(1), · · · , rsrk(N)

)
be the signals received at relay k, where

rsrk(n) =
√
Psrkhsrkxb(n) + ηrk(n), (12)

Psrk = PsLsrk is the average power received at relay k, Ps

is the source transmit power, Lsrk and hsrk are the pathloss
and channel gain between the source and relay k, and ηrk(n)
is a zero mean complex Gaussian noise with variance of σ2

n.
Let g(k) and G(k) represent the generator sequence and

generator matrix for relay k. dk denotes the number of ones
in g(k) and is referred to as the row degree of G(k). Let
ck = (ck(1), · · · , ck(N)) be the codeword of information bits
b generated by G(k), where ck(n) is the n-th code symbol
of b. Let xck = (xck(1), xck(2), · · · , xck(N)) represent the
modulated sequence of ck .

Fig. 3 shows the proposed encoder structure at relay k. In
the proposed DISC scheme, each relay exploits a rate-1 SISO
encoder to encode the received analog signals based on its
assigned constituent code. It has been shown in [6] and [31]
that the soft bit estimate of source information symbol is the
optimal input to the soft encoder in terms of maximizing the
SNR of the SISO encoder output. Thus upon receiving signals,
relay k first calculates the SBE of the source information
symbol, denoted by x̃bk(n). The relay k then applies the SISO
encoder described in Theorem 1 to encode x̃bk(n), based on
the given generator sequence g(k), to generate the SBEs of
its code sequence ck. Let x̃ck(n) be the corresponding soft
encoder output at relay k at time n. By substituting (3) into
(11), x̃ck(n) can be expressed as

x̃ck
(n) =

∏
j∈{U(k)

n }
x̃bk(j)

=
∏

j∈{U(k)
n }

(αkxb(j) + win,k(j))

= αk
dk

∏
j∈{U(k)

n }
xb(j) + wout,k(n) (13)

= αk
dkxck(n) + wout,k(n),

where U
(k)
n = {G(k)

nj = 1, j = 1, ..., N}, n = 1, ..., N , is the
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set of non-zero coefficients in G
(k)
n = (G

(k)
n1 , G

(k)
n2 , · · · , G(k)

nN );
xck(n) =

∏
j∈{U(k)

n }
xb(j) is the modulated signal of n-th code

bit ck(n) of b; αk = 1−μw̃,k; μw̃,k is the mean of equivalent
noise w̃(n) in the SBE at relay k shown in (3), and wout,k(n)
is the equivalent noise at the soft encoder output with a zero
mean and variance of

σ2
out,k =

(
α2
k + σ2

in,k

)dk − α2dk

k , (14)

σ2
in,k is the variance of the equivalent noise win(n) in the soft

input to the SISO encoder of relay k, as shown in (3).
For simplicity, we assume that all relays transmit at the

same power Pr. Then the signals transmitted from relay k
can then be written as

xrk(n) = βkx̃ck(n), (15)

where βk is a normalization factor, given by

βk =
√
Pr/Pxk

, (16)

where Pxk
= E

(
|x̃ck(n)|2

)
=
(
α2
k + σ2

in,k

)dk

.
The destination received signal, transmitted from relay k,

can be written as

yrkd(n) =
√
Lrhrkdxrk(n) + wrkd(n)

=
√
Lrhrkdβk

(
αdk

k x̃ck(n) + wout,k(n)
)
+ wrkd(n)

=
√

Lrhrkdβkα
dk

k x̃ck(n) + w̃rkd(n), (17)

where Lr is the pathloss from the relay to the destination,
w̃rkd(n) =

√
Lrhrkdβkwout,k(n) + wrkd(n) is an equivalent

noise with a zero mean and variance of

σ2
rkd = σ2

n + Lr|hrkd|2β2
k

[(
α2
k + σ2

in,k

)dk − α2dk

k

]
. (18)

In the above equation, we have used the fact that
E (win,i(n)win,j(n)) = 0 for the BPSK constellation [6] and
thus E (wout,i(n)wout,j(n)) = 0.

As shown in [7] [34], the noise term in the SBE ωin(n)
does not follow the exact Gaussian distribution, so does the
equivalent noise of the soft encoder output ωout(n) and the
overall destination noise ω̃rkd(n). Fig. 4 plots the probability
distribution function (PDF) of overall destination noise for
the rate-1 4-state SISO encoder at various SNRs, which is
also the conditional PDF of Pr(yrkd(n)|xck(n)). The PDF
curves are obtained by averaging over 1000 frames, each of
which consists of 130 symbols. It can be seen from the figure
that the overall destination noise can be roughly approximated
by Gaussian distributions with some approximation errors. To
simplify the decoding process and analysis, throughout the
paper we assume that the overall destination noise follows the
Gaussian distribution. Therefore, the conventional BCJR MAP
decoding algorithm [32] can be directly applied to decode the
destination received signals by treating the overall received
signals as a codeword of rate 1/K .

III. PERFORMANCE ANALYSIS AND DISC DESIGN

The SISO encoding at the relays can bring system some
coding gains, but on the other hand soft encoding of noisy
SBE will enhance the noise power at the destination, as shown
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Fig. 4. PDF of overall destination noise for the 4-state SISO encoder.

in (14). It is unclear whether the coding gain can surpass the
noise enhancement in the DISC and if such encoding can bring
any overall gain. Moreover, given K constituent codes, we
need to determine what is the optimal way of pairing off the
K constituent codes with K relays. In this section, we will
give a quantitative analysis of the DISC scheme performance
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based on which a coding design criterion is then proposed.
By substituting (16) into (18), the variance of the equivalent

destination noise in Eq. (18) can be expanded as

σ2
rkd = σ2

n + Lr

∣∣hrkd

∣∣2β2
k

[(
α2
k + σ2

in,k

)dk − α2dk

k

]
= σ2

n + PrLr

∣∣hrkd

∣∣2 [1− (1 + 1/γsrk,in)
−dk

]
, (19)

where γsrk,in = α2
k/σ

2
in,k is the input SNR of the SISO

encoder at the k-th relay.
Let γsrkd represent the instantaneous destination SNR, cor-

responding to the signals generated by the constituent encoder
at the k-th relay. Then from (17) and (19), we get

γsrkd =
Lr

∣∣∣hrkdβkα
dk

k

∣∣∣2
σ2
rkd

=

LrPr

∣∣hrkd

∣∣2α2dk

k

/(
α2
k + σ2

in,k

)dk

σ2
n + LrPr|hrkd|2

[
1− (1 + 1/γsrk,in)

−dk

]
=

γrkd[
(1 + 1/γsrk,in)

dk − 1
]
γrkd + (1 + 1/γsrk,in)

dk

≈ γrkdγsrk,in
dkγrkd + γsrk,in

, (20)

where γrkd = PrLr|hrkd|2/σ2
n is the instantaneous SNR in

the link from relay k to the destination and the last equation
is a high SNR approximation.

Since calculating the exact BER is extremely complicated,
we consider an asymptotic performance at high SNR, which
can give us some insights into the system design. We assume
that w̃rkd(n) can be approximated as a Gaussian random
variable. Then the instantaneous BER of the DISC scheme
can be approximated at high SNR as [21]

Pb ≈ Bdfree
Q

⎛
⎝
√√√√2

K∑
k=1

dmin,kγsrkd

⎞
⎠

≈ 0.5Bdfree
exp

(
−

K∑
k=1

dmin,kγsrkd

)
, (21)

where dmin,k is the minimum Hamming weight (MHW) of
a nonzero codeword, which is also equal to the code mini-
mum Hamming distance (MHD), generated by the constituent
encoder of relay k.

Let dmin denote the MHW of a nonzero codeword generated
by all K constituent encoders. dmin and dmin,k can be obtained
either by simulations or by deriving its bounds. Theorem 2
presents a simple bound for dmin and dmin,k.

Theorem 2: Let us consider a non-recursive con-
volutional code C, generated by K constituent codes
g(1),g(2), · · · ,g(K). Let dmin,k represent the MHD of the
code generated by the k-th constituent code g(k). Let denote
by dmin the MHD of the overall codeword generated by K
constituent codes. Also let w1,k be the Hamming weight of
a codeword generated by the k-th constituent encoder for the
input sequence of (1 0 0 0 · · · 0). Then we have the following

simple bound for dmin and dmin,k,

dmin,k ≤ w1,k = dk, dmin ≤
K∑

k=1

dk, (22)

where dk is the row degree of the generator matrix for the
k-th constituent code, which is equal to the number of 1s in
its generator sequence g(k). We refer to dk as the generator
sequence weight (GSW) of g(k).

Proof of this bound is straightforward and we omit it
here. It can be derived based on the property of linear codes
that the MHD of a linear code is equal to the minimum
Hamming weight of all non-zero codewords. The bound in
(22) is an upper bound because it is the Hamming weight of
a specific codeword generated by a specific input sequence
(1 0 0 0 · · · 0). Table 1 shows the exact MHDs and the MHD
bounds calculated in (22) for rate 1/2, 1/3 and 1/4 codes with
various memory lengths. The codes are obtained from [20].
We can see that the difference between the bound in Eq. (22)
and the exact MHD is at most 1 for the codes listed in the
table and for most of the codes the bound is equal to the exact
MHD.

By using the MHD bound in Theorem 2, the instantaneous
BER in Eq. (21) can be further approximated as

Pb ≈ 0.5Bdfree
exp

(
−

K∑
k=1

dmin,kγsrkd

)

≈ 0.5Bdfree
exp

(
−

K∑
k=1

dkγsrkd

)

≈ 0.5Bdfree
exp

(
−

K∑
k=1

dkγrkdγsrk,in
dkγrkd + γsrk,in

)

= 0.5Bdfree
exp

(
−

K∑
k=1

1

γ−1
rkd

d−1
k + γ−1

srk,in

)

= 0.5Bdfree
exp

(
−

K∑
k=1

ρk (dk, γrkd, γsrk,in)

)
(23)

where

ρk (dk, γrkd, γsr,in,k) =
γrkdγsrk,in

γsrk,ind
−1
k + γrkd

. (24)

If we substitute dmin,k=1 in (23), we will obtain the BER
expression of the soft information relaying (SIR) scheme. As
it can be seen from (23), the DISC scheme always outperforms
the SIR scheme. Since the SIR scheme can achieve the full
diversity order of K , the DISC scheme can also achieve the
full diversity order.

We can see from (23-24) that Pb and ρk (dk, γrkd, γsrk,in)
are a monotonic decreasing and increasing function of dk,
respectively. To reduce the error rate Pb, one should make
the GSW dk as large as possible by increasing its memory
length, as with the conventional convolutional codes. However,
dk, k = 1, . . . ,K cannot be chosen arbitrarily as the code
may become catastrophic for certain combinations of GSW
values. The code construction has to be non-catastrophic.
Some examples of good non-catastrophic codes are shown in
Table 1 for various code rates. We can see from these tables
that for most of good codes, GSWs are different for different
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TABLE I
COMPARISON OF EXACT MHD AND MHD BOUND IN THEOREM 2 FOR RATE 1/2, 1/3 AND 1/4 CODES, WHERE THE GENERATOR POLYNOMIAL ARE

GIVEN IN OCTAL FORM.

Rate Memory 
length g(1) GSW

of g(1) g(2) GSW
of g(2) g(3) GSW

of g(3) g(4) GSW
of g(4) 

Exact 
MHD

MHD
bound 

1/2 3 5 2 7 3 5 5 
1/2 4 15 3 17 4 6 7 
1/2 5 25 3 35 4 7 7 
1/2 6 53 4 75 5 8 9 
1/2 7 155 5 171 5 10 10 
1/2 8 247 5 571 6 10 11 
1/2 9 561 5 753 7 12 12 
1/2 10 1167 7 1545 6 12 13 
1/2 11 2535 7 3661 7 14 14 

1/3 3 5 2 7 3 7 3 8 8 
1/3 4 13 3 15 3 17 4 10 10 
1/3 5 25 3 33 4 37 5 12 12 
1/3 6 47 4 53 4 75 5 13 13 
1/3 7 133 5 145 4 175 6 15 15 
1/3 8 225 4 331 5 367 7 16 16 
1/3 9 557 7 663 6 711 5 18 18 
1/3 10 1117 6 1365 7 1633 7 20 20 

1/4 3 5 2 7 3 7 3 7 3 10 11 
1/4 4 13 3 15 3 15 3 17 4 13 13 
1/4 5 25 3 27 4 33 4 37 5 16 16 
1/4 6 53 4 67 5 71 4 75 5 18 18 
1/4 7 135 5 135 5 147 5 163 5 20 20 
1/4 8 235 5 275 6 313 5 357 7 22 23 
1/4 9 463 5 535 6 733 7 745 6 24 24 
1/4 10 1117 6 1365 7 1633 7 1653 7 27 27 

k. Given K GSWs of K constituent codes (d1, d2, . . . , dK),
we need to determine what is the optimal way of pairing off
the constituent codes with relays. That is, which constituent
code should be used in which relay?

To answer this question, let us first rearrange γsrk,in in
a decreasing order and denote the reordered SNR values as(
γsr(1),in, γsr(2),in, · · · , γsr(K),in

)
, where

γsr(1),in ≥ γsr(2),in ≥ · · · ≥ γsr(K),in. (25)

Similarly we also rearrange (d1, d2, . . . , dK) in a decreasing
order as follows,

d(1) ≥ d(2) ≥ · · · ≥ d(K). (26)

Then we have the following theorem regarding optimally
pairing the constituent codes with the relays for AWGN
channels.

Theorem 3 - Design Criterion of DISC for AWGN Chan-
nels: Let us consider a parallel relay network consisting of
K relays over AWGN channels. We assume that all relays
have the same transmission power and experience the same

path loss, that is, γrkd = γrd for all k = 1, . . . ,K . In
the DISC, each relay performs a SISO encoding, where the
existing good convolutional codes or other linear codes can
be chosen as the relay constituent codes. Assume that a good
convolutional code generated by K constituent convolutional
codes g(1),g(2), · · · ,g(K), has already been found. Let us
denote by dk the GSW of g(k). Then the optimal code
construction in AWGN channels is to assign the code with
the k-th largest GSW d(k) to the relay node with the k-th
largest input SNR γsr(k),in. In this way, the system achieves
the optimal BER performance for given constituent codes with
generator sequences g(1),g(2), · · · ,g(K).

Proof: See Appendix B.

From the above theorem, we can see that in order to mini-
mize the BER Pb for the given K GSWs (d(1), d(2), . . . , d(K)),
we should match the GSW values to the corresponding input
SNRs and assign the constituent code with a large GSW value
to the relay with a large SNR.

Let γ̄srk be the average SNR in the link from the source to
relay k. Then by using the fact that γsr(k),in is monotonically
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increasing function of γ̄srk , we have the following Corollary.
Corollary 1: The optimal code construction of DISC for

AWGN channels is to assign the code with the k-th largest
GSW d(k) to the relay node with the k-th largest average
SNR γ̄srk .

To show the gain of the DISC with the optimal pairing
over a DISC with un-ordered pairing and the soft information
relaying (SIR), let us consider a simple example.

Example 2: We consider a rate 1/2 convolutional code
of memory length of 3. The generator sequences of two
constituent codes are g(1)=(101) and g(2)=(111). Then we
have d(1) = 3 and d(2) = 2.

We consider an AWGN channel and assume that the average
input SNR of relay 1 is larger than that of relay 2. Then we
have γsr1,in > γsr2,in.

Then according to Corollary 1 the optimal pairing strat-
egy is to assign the constituent code g(2)=(111) with the
maximum GSW to relay 1 with the maximum SNR γsr1,in
and g(1)=(101) with the minimum GSW to relay 2 with the
minimum SNR γsr2,in.

To show the performance gain of the proposed scheme, we
assume that γsr1,in = γgapγrd, where γgap = γsr1,in/γrd and
γsr1,in/γsr2,in = α0, α0 > 1. Then for an un-ordered pairing,
we assume that g(1) and g(2) are assigned to relays 1 and 2,
respectively. Then we have d1 = 2 and d2 = 3 and

ρun−order
1 (d1, γrd, γsr1,in) =

γ−1
gapγsr1,inγsr1,in(

γsr1,ind
−1
1 + γ−1

gapγsr1,in
)

=
γsr1,in

γgap/2 + 1
; (27)

ρun−order
2 (d2, γrd, γsr2,in) =

γ−1
gapγsr1,inγsr2,in(

γsr2,ind
−1
2 + γ−1

gapγsr1,in
)

=
γsr1,in

1/3γgap + α0
; (28)

ρun−order =

2∑
k=1

ρun−order
k (dk, γrd, γsrk,in)

=
γsr1,in

γgap/2 + 1
+

γsr1,in
γgap/3 + α0

= γsr1,in

(
5/3γgap + 2(1 + α0)

(γgap + 2) (γgap/3 + α0)

)
.(29)

For the optimal pairing, we have

ρopt1

(
d(1), γrd, γsr(1),in

)
=

γ−1
gapγsr1,inγsr1,in(

γsr1,ind
−1
(2) + γ−1

gapγsr1,in

)
=

γsr1,in
γgap/3 + 1

; (30)

ρopt2

(
d(1), γrd, γsr(2),in

)
=

γ−1
gapγsr1,inγsr2,in(

γsr2,ind
−1
(1) + γ−1

gapγsr1,in

)
=

γsr1,in
γgap/2 + α0

; (31)

3 3.5 4 4.5 5 5.5 6 6.5 7 7.5 8

10−4

10−3

10−2

10−1

100

γ
rd

 (dB)

FE
R

 

 

 

SIR
SDF[29]
DISC, 2−state,Un−ordered pairing
DISC, 2−state,Optimal pairing
DISC, 4−state,Un−ordered pairing
DISC, 4−state,Optimal pairing
DISC, 8−state,Un−ordered pairing
DISC, 8−state,Optimal pairing
DF, 2−state,Optimal pairing
DF, 4−state,Optimal pairing
DF, 8−state,Optimal pairing

Fig. 5. FER for 2 relays in AWGN Channels, γ̄sr = γ̄sr1 = γ̄sr2 − 3dB,
γ̄sr = γ̄rd.

ρopt =

2∑
k=1

ρoptk

(
d(k), γrd, γsr(k),in

)

=
γsr1,in

γgap/3 + 1
+

γsr1,in
γgap/2 + α0

= γsr1,in

(
5/3γgap + 2(1 + α0)

(γgap/3 + 1) (γgap + 2α0)

)
(32)

Similarly, for the conventional soft information relaying
scheme, d1 = d2 = 1, and we get

ρSIR
1 (1, γrd, γsr1,in) =

γ−1
gapγsr1,inγsr1,in(

γsr1,in + γ−1
gapγsr1,in

)
=

γsr1,in
(γgap + 1)

; (33)

ρSIR
2 (1, γrd, γsr2,in) =

γ−1
gapγsr1,inγsr2,in(

γsr2,in + γ−1
gapγsr1,in

)
=

γsr1,in
(γgap + α0)

; (34)

ρSIR =

2∑
k=1

ρSIR
k (dk, γrd, γsrk,in)

=
γsr1,in(
γgap + 1

) + γsr1,in(
γgap + α0

)
= γsr1,in

(
2γgap + (1 + α0)

(γgap + 1) (γgap + α0)

)
. (35)

Then we have

ρopt − ρun−order =

γgap (α0 − 1) (5γgap + 6(1 + α0))

(γgap + 3) (γgap + 2α0) (γgap + 2) (γgap + 3α0)
γsr1,in > 0,

ρopt − ρSIR =

γgap
(
3γ2

gap + (4 + 6α0)γgap + (4α2
0 + 3)

)
(γgap + 3) (γgap + 2α0) (γgap + 1) (γgap + α0)

γsr1,in > 0.

ρopt−ρun−order and ρopt−ρSIR are the coding gains of the
DISC with the optimal code pairing over the DISC with an un-
ordered pairing and the conventional SIR scheme, respectively.
From the above two equations, we can see that the DISC with
the optimal pairing outperforms the DISC with an un-ordered
pairing and the conventional SIR scheme at high SNR.
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Fig. 6. FER for 2 relays in AWGN channels, γ̄sr = γ̄sr1 = γ̄sr2 − 3dB,
γ̄sr = γ̄rd + 3dB.

IV. SIMULATION RESULTS AND DISCUSSIONS

In this section, we present the simulation results. All simula-
tions are performed for the BPSK modulation and a frame size
of 130 symbols over AWGN and quasi-static fading channels.
We assume that all relays use the code with the same number
of states. Thus if there are K relays, the convolutional code
of rate 1/K with K constituent codes can be used in K relays,
and each relay uses one constituent code. For example, for the
relay network with 2, 3 and 4 relays, the convolutional codes
listed in Table 1 can be used as constituent codes at the relays.
All schemes are compared under the same power constraint.

Figs. 5-6 compare the frame error rate (FER) performance
of the proposed DISC with optimum and un-ordered code
pairing, soft information relaying (SIR) [6], soft decode and
forward (SDF) [29] as well as the conventional detect and
forward (DF) with relay re-encoding (DF) for various numbers
of states over AWGN channels for γ̄sr = γ̄rd, γ̄sr = γ̄rd+3dB,
respectively. We set γ̄sr1 = γ̄sr and γ̄sr2 = γ̄sr + 3dB.
Here the optimal and un-ordered assignment is the same as
the assignment given in Example 2. We assume in the SIR
scheme that the overall destination noise follows the Gaussian
distribution and the maximum ratio combining (MRC) is used
to combine received signals from all relays.

We can first note from these figures that the performance of
the DF with relay encoding gets worse as the number of relay
encoder states increases. Such performance degradation is due
to the error propagations in the DF scheme. In the DF scheme,
when detection errors occur at the relays, the re-encoding
process causes errors to propagate into subsequent symbols.
The longer the encoder memory, the larger the number of sub-
sequent symbols affected by the detection errors. Therefore,
the error rate of the DF will increase with the number of states.
For example, Fig. 5 shows that the FER performance of the DF
for the 4-state and 8-state codes is worse by 0.5dB and 0.7dB,
respectively, than for the 2-state code at the FER of 10−3.
However, the SISO encoder in the proposed DISC scheme can
effectively mitigate the error propagation in the relay encoding
process and at the same time provide a significant distributed
coding gain. As a result, the DISC provides significant coding
gains compared to the SIR without relay encoding and SDF
scheme [29]. The gain increases as the number of states
increases at high SNR. For example, as shown in Fig. 6, the
DISCs with 2, 4 and 8-state are superior to the SIR and SDF

14 16 18 20 22 24 26 28 30
10−4

10−3

10−2

10−1

γrd (dB)

FE
R

 

 

 

SIR
SDF[29]
DISC, 2−state
DISC, 4−state
DISC, 8−state
DF, 2−state
DF, 4−state
DF, 8−state

Fig. 7. FER for 2 relays in fading channels, γ̄sr = γ̄sr1 = γ̄sr2 , γ̄sr = γ̄rd.
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Fig. 8. FER for 2 relays in fading channels, γ̄sr = γ̄sr1 = γ̄sr2 , γ̄sr =
γ̄rd + 10dB.

scheme by about 1.7dB, 2.4dB and 2.5dB respectively. This
result is consistent with the analysis in Section 3, showing
that the DISC performance improves as the number of states
at the relay encoder increases. Furthermore, we can also see
from the figures that the DISC with optimal code pairing also
brings significant gains compared to the DISC with the un-
ordered pairing. For example, as shown in Fig. 5, the 4-state
code with the optimal code pairing is superior to that with the
un-ordered pairing by 2dB at the FER of 10−3. This validates
the effectiveness of the proposed design criteria. Since the
performance of the DISC with the un-ordered code pairing
is exactly the same as the SISO encoding scheme in [8], the
proposed scheme significantly outperforms the SISO encoding
scheme in [8] and the gain comes from the optimal code
paring.

Figs. 7-8 compare the performance over fading channels
for a network with 2 relays for γ̄sr = γ̄rd, γ̄sr = γ̄rd
+10dB, respectively. We set γ̄sr1 = γ̄sr2 = γ̄sr. It can also be
observed from the figures that the DISC and SIR can achieve
the full diversity order of 2, but the conventional DF can
only achieve the diversity order of 1 due to error propagation.
These two figures also compare the performance of DISC with
SIR without relay re-encoding. It can be seen that the DISC
substantially outperforms SIR. For example, the DISC with 2,
4 and 8 states can bring about 0.1dB, 0.8dB and 1dB gains,
respectively, relative to the SIR scheme, for γ̄sr = γ̄rd and the
gains are increased to 1dB, 2dB and 2.5dB, respectively, for
γ̄sr = γ̄rd+10dB. That is, the coding gain brought by the DISC
increases when the source-relay link quality is improved. We
can also observe that the coding gain increases as the number
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Fig. 9. FER for 3 relays in AWGN Channels, γ̄sr = γ̄sr1 = γ̄sr2 −2dB =
γ̄sr3 − 4dB, γ̄sr = γ̄rd.
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Fig. 10. FER for 3 relays in AWGN Channels, γ̄sr = γ̄sr,1 = γ̄sr2−2dB =
γ̄sr3 − 4dB, γ̄sr = γ̄rd + 3dB.

of relay encoder states increases.
Figs. 9-12 show the results for three relays over AWGN

and fading channels, respectively. From these figures we can
observe similar trends as for the case with two relays. That is,
the DISC can bring significant gains over the SIR, SDF and DF
with re-encoding on both AWGN and fading channels and the
gains increase as the number of state increases. For the fading
channels, both DISC and SIR schemes can achieve the full
diversity order of 3 while the DF can only achieve the diversity
order of 1. Also pairing can bring system considerable gains
over AWGN channels. Furthermore, the coding gain of DISC
over SIR slightly increases as the number of relay increases
from 2 to 3.

From the above results, we can see that the relay encoding
in the conventional DF schemes cause serious error prop-
agation and thus does not provide any coding advantages.
By contrary, the proposed DISC can effectively mitigate the
error propagation in the relay encoding and provide significant
distributed coding gains, thus substantially outperforming the
soft information relaying (SIR) and conventional DF schemes.

V. CONCLUSIONS

In this paper we proposed a new distributed soft coding
(DISC) scheme based on a soft input soft output encoder at
the relay and the optimal design criteria were proposed. The
proposed scheme performs encoding of the noisy source sym-
bol estimates in error-prone relay channels. It can effectively
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Fig. 11. FER for 3 relays in fading channels, γ̄sr = γ̄sr,1 = γ̄sr2 =
γ̄sr3 , γ̄sr = γ̄rd.
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Fig. 12. FER for 3 relays in fading channels, γ̄sr = γ̄sr,1 = γ̄sr2 =
γ̄sr3 , γ̄sr = γ̄rd + 10dB.

circumvent error propagation in the relay encoding process
and at the same time provide significant distributed coding
gains. It provides great performance improvement compared
to the soft information relaying (SIR) and conventional DF
schemes. At high SNR the gain further increases as the number
of state increases.

In the analysis and simulations of DISC in this paper we
approximated the distribution of the overall destination noise
as the Gaussian distribution. As shown in [7, 34], the actual
distribution does not follow the exact Gaussian distribution.
Further improvement can be expected when the accurate
distribution of the overall destination noise is derived, but
unfortunately it has been a quite challenging topic so far.
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VII. APPENDIX

A. Proof of Theorem 1

To prove this theorem, let us first prove the following
Lemma.

Lemma 1: Let c(i) be the i-th output symbol of a bi-
nary encoder generated by G for source binary sequence
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b = (b(1), · · · ,b(N)). It is given by

c(i) = Gib
T =

N∑
n=1

Ginb(n), (36)

where the summation is over GF(2). Let lb(n) =
ln (Pr(b(n) = 0)/Pr(b(n) = 1) represent the log likelihood
ratio (LLR) of b(n). Then the LLR of c(i), denoted by lc (i),
can be calculated as follows

lc (i) = ln
Pr(c(i) = 0)

Pr(c(i) = 1)
= ln

1 +
∏

n∈Ui
tanh (lb(n)/2)

1−∏n∈Ui
tanh (lb(n)/2)

, (37)

where tanh(x) = e2x−1
e2x+1 .

The Lemma 1 can be directly proved by using the L-algebra
[19]

l (b(n1)⊕ b(n2) · · · ⊕ b(nk))

= lnL (b(n1)⊕ b(n2) · · · ⊕ b(nk))

= ln
1 +

∏k
q=1 tanh(lb(nq)/2)

1−∏k
q=1 tanh(lb(nq)/2)

, (38)

where L(x) and l(x) denote the likelihood ratio and LLR of
x, respectively.

From Lemma 1, we can easily prove the Theorem 1. Let
x̃b(k) and lb (k) represent the SBE and LLR of source bit
b(k). Then they have the following relationship,

lb (k) = ln
1 + x̃b(k)

1− x̃b(k)
, (39)

x̃b(k) = tanh (lb(k)/2) =
exp (lb(k))− 1

exp (lb(k)) + 1
. (40)

By substituting Eq. (40) into (37), we have

lc (i) = ln
1 +

∏
j∈Ui

x̃b(j)

1−∏j∈Ui
x̃b(j)

. (41)

Then by using the relationship of the SBE and LLR in Eq.
(40), the SBE of c(k), denoted by x̃c(k), can be calculated as

x̃c(k) =
∏

j∈Uk

x̃b(j) = exp
(
Gk(lnx̃b)

T
)
. (42)

This proves Theorem 1.

B. Proof of Theorem 3

To prove the theorem, we need to use the following Lemma.
Lemma 2: Given the positive real numbers v1 > v2 > 0

and θ1 > θ2 > 0, the following relationship always holds,

1

v1 + θ1
+

1

v2 + θ2
>

1

v1 + θ2
+

1

v2 + θ1
. (43)

The proof of the above result is straightforward and we omit
it here. Now let us use the Lemma to prove Theorem 3.

Since γrkd = γrd for all k = 1, . . . ,K , we can rewrite
ρk (dk, γrd, γsrk,in) as follows

ρk (dk, γrd, γsrk,in) =
γrdγsrk,in

γsrk,ind
−1
k + γrd

=
1

(dkγrd)
−1 + (γsrk,in)

−1 =
1

(vk + θk)
, (44)

where vk = (dkγrd)
−1 and θk = (γsrk,in)

−1.
Let v(1), v(2), . . . ,v(K) and θ(1), θ(2), . . . ,θ(K) represent the

re-ordered values of v1, v2, . . . ,vK and θ1, θ2, . . . ,θK . Then
from Eqs. (25) and (26), we have

v(1) ≤ v(2) · · · ≤ v(K) and θ(1) ≤ θ(2) · · · ≤ θ(K). (45)

Now let us determine how to distribute {v(1), · · · , v(K)}
and {θ(1), · · · , θ(K)} to form K pairs (vk, θk), k = 1, . . . ,K ,
where any v(i) or θ(j) can only be assigned to one and only

one pair, so as to maximize
K∑

k=1

ρk (dk, γrd, γsrk,in). As can

be seen from Eq. (44), this is equivalent to maximizing

ΣK =

K∑
k=1

1

vk + θk
=

K∑
k=1

f (vk, θk), (46)

where f (vk, θk) = (vk + θk)
−1.

We assume that the optimal K pairs of for k = 1, . . . ,K ,
are
(
v(1), θj1

)
,
(
v(2), θj2

)
,. . .,

(
v(K), θjK

)
. Now we prove this

theorem by contradiction. Assume that θj1 , θj2 , . . . , θjK do not
exactly follow the relationship of θj1 ≤ θj2 · · · ≤ θjK . Then
there must exist at least two integers p, q, such that θjp > θjq
for p < q. Since v(q) ≥ v(p) and θjp > θjq , then by using the
Lemma 1, we have

f
(
v(q), qjp

)
+ f

(
v(p), θjq

)
> f

(
v(q), θjq

)
+ f

(
v(p), θjp

)
.

(47)

This means that when we switch θjq and θjp in the
two pairs

(
v(p), θjp

)
and

(
v(q), θjq

)
, leading to a new two

pairs
(
v(p), θjq

)
and

(
v(q), θjp

)
, while keeping other pairs

unchanged, the resulted ΣK will be larger. This contra-
dicts that

(
v(1), θj1

)
, · · · , (v(K), θjK

)
are the optimal pairs

achieving the maximum ΣK . Therefore, the optimal pairs are(
v(1), θ(1)

)
,
(
v(2), θ(2)

)
, · · · , (v(K), θ(K)

)
. This proves Theo-

rem 3.
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