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Abstract—In this paper 3-D Extrinsic Information Transfer
(EXIT) charts are used to design binary Self-Concatenated
Convolutional Codes employing Iterative Decoding (SECCC-ID),
exchanging extrinsic information with the soft-decision demapper
to approach the channel capacity. Recursive Systematic Con-
volutional (RSC) codes are selected as constituent codes, an
interleaver is used for randomising the extrinsic information
exchange of the constituent codes, while a puncturer helps to
increase the achievable bandwidth efficiency. The convergence
behaviour of the decoder is analysed with the aid of bit-based
3-D EXIT charts, for accurately calculating the operating 𝐸𝑏/𝑁0

threshold, especially when SP based soft demapper is employed.
Finally, we propose an attractive system configuration, which is
capable of operating within about 1 dB from the channel capacity.

Index Terms—Near-capacity code design, self-concatenated
convolutional codes, SECCC, 3-D EXIT charts, iterative decod-
ing.

I. INTRODUCTION

THE philosophy of concatenated coding schemes was
proposed by Forney in [1]. Turbo codes, which were

developed in [2] constitute a class of error correction codes
(ECC) based on parallel concatenated convolutional codes
(PCCC) of two or more constituent codes. They are high-
performance codes capable of operating near the Shannon
limit [3]. Since their invention they have found diverse appli-
cations in bandwidth-limited communication systems, where
the maximum achievable information rate has to be supported
in the presence of transmission errors due to both Additive
White Gaussian Noise (AWGN) and channel fading. Various
bandwidth efficient turbo codes were proposed in [4], [5]
and [6]. Serially concatenated convolutional codes (SCCC) [7]
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have been shown to yield a performance comparable, and in
some cases superior, to turbo codes. Iteratively-Decoded Self-
Concatenated Convolutional Codes (SECCC-ID) proposed by
Benedetto et al. [8] and Loeliger [9] constitute another attrac-
tive family of iterative detection aided schemes.

The concept of Extrinsic Information Transfer (EXIT)
charts was proposed in [10] as a tool for analysing the
convergence behaviour of iteratively decoded systems. EXIT
charts constitute an efficient tool created to analyse each
component of an iterative system independently.

SECCC is a low-complexity scheme involving only a single
encoder and a single decoder. An EXIT chart based analysis
of the iterative decoder provides an insight into its decoding
convergence behaviour and hence it is helpful for finding
the best coding schemes for creating SECCCs. An attractive
approach to design Repeat-Accumulate (RA) codes using
iterative detection and decoding using EXIT charts has been
proposed in [11]. The RA code is a serial-concatenated coding
scheme where a repetition code is employed as the outer
code and a bit-by-bit accumulator is employed as the inner
encoder. By contrast the SECCC scheme can be viewed as a
parallel-concatenated coding scheme employing an odd-even
separated turbo interleaver as discovered in [12]. Hence, the
SECCC scheme is not a RA code. Similar to Bit-Interleaved
Coded Modulation using the Iterative Decoding (BICM-ID)
concept [13], we also employ iterations between the SECCC
and the Soft Demapper in our SECCC-ID scheme. However,
instead of using 𝑁 parallel bit interleavers as in BICM-ID,
we only have one bit interleaver in our system. Note that the
optimized mapping of [14] and the multidimensional mapping
of [15] can also be employed for the SECCC-ID scheme.
Furthermore, SECCC-ID codes have not been characterised
in the literature in terms of their decoding convergence.

An SECCC-ID scheme was designed using Trellis Coded
Modulation (TCM) as constituent codes with the aid of EXIT
charts in [16]. The design proposed in [16] was symbol-based,
therefore it had the inherent problem of exhibiting a mismatch
between the EXIT curve and the bit-by-bit decoding trajectory.
The main reason for the mismatch was that the EXIT charts
were generated based on the assumption that the extrinsic
information and the systematic information part of each TCM
encoded symbol are independent of each other, which had
a limited validity, since both the systematic and the parity
bits were transmitted together as a single 2𝑛+1-ary symbol.
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Fig. 1. SECCC-ID system exchanging soft information with the demapper.

More explicitly, the coded bits in each coded symbol are
correlated [17, 18], hence they cannot convey the maximum
possible information, which is equivalent to an entropy- or
capacity-loss. Nonetheless, we found that the EXIT charts of
the symbol-based SECCC scheme can be beneficially used,
since the actual EXIT chart tunnel is always wider than the
predicted EXIT chart tunnel [19]. Hence, the analysis was
still valid, since it assisted us in finding the convergence
SNR. The scheme proposed in [20] employs binary Recursive
Systematic Convolutional (RSC) codes as constituent codes
to eliminate the mismatch between the EXIT curves and
the decoding trajectory inherited by the symbol-based TCM
design by proposing a bit-based SECCC-ID design in order
to create flexible SECCC schemes. It was suggested in [21]
that a symbol-based scheme always has a lower convergence
threshold compared to an equivalent binary scheme. In order
to recover this information loss owing to employing binary
rather than non-binary schemes, we will demonstrate that soft
decision feedback is required between the SISO MAP decoder
and the soft demapper [22].

Against this background, the novel contribution of this paper
is the analysis of bit-based SECCC-ID codes and the design
of flexible SECCC schemes that are capable of near-capacity
operation over both AWGN and uncorrelated Rayleigh fading
channels. Again we will demonstrate that in order to recover
the ’bit-correlation-induced’ entropy- or capacity-reduction
owing to employing binary schemes, soft decision feedback
is required between the SISO MAP decoder and the soft
demapper. Two-stage iterative receivers can be analysed using
2-D EXIT charts, while their three-stage counterparts require
3-D EXIT charts, which were proposed in [23] and further
studied in [24–26]. We will show that 3-D EXIT charts provide
a unique insight into the design of near-capacity SECCC-ID
codes. To elaborate a little further, in conventional 2-D EXIT
charts a new EXIT curve is generated for each new channel
SNR or channel model, while our 3-D EXIT chart repre-
sentation of the SECCC component is channel-independent
and hence has to be computed only once, regardless of the
channel SNR. Hence we characterise each SECCC component
code using two 3-D EXIT charts, which can then be used
for designing an iterative decoding aided system employing
any demapper type. Extrinsic information is exchanged across
three concatenated decoder stages and the achievable decoding

convergence is studied using 3-D EXIT charts. Finally, it is
demonstrated that the best SECCC schemes perform within
about 1 dB of both the AWGN and Rayleigh fading channels’
capacity.

The organisation of the paper is as follows. After presenting
our system model in Section II, we discuss the decoding
convergence of the SECCC-ID scheme in Section III. Our
results are discussed in Section IV and our conclusions are
offered in Section V.

II. SYSTEM MODEL

We consider a rate 𝑅 = 1/2 SECCC scheme as an example
to highlight the various system concepts considered in this
paper. In all these examples we use both Set-Partitioning (SP)
and Gray-coded Quadrature Phase-Shift Keying (QPSK) mod-
ulation. Both the AWGN and uncorrelated Rayleigh fading
channels are considered. The notations 𝑃 (.) and 𝐿(.) in Fig. 1
denote the logarithmic-domain symbol probabilities and the
Logarithmic-Likelihood Ratio (LLR) of the bit probabilities,
respectively. The notations 𝑏 and 𝑐 in the round brackets (.) in
Fig. 1 denote information bits and coded bits, respectively. The
specific nature of the probabilities and LLRs is represented by
the subscripts 𝑎, 𝑜 and 𝑒, which denote in Fig. 1, 𝑎 𝑝𝑟𝑖𝑜𝑟𝑖,
𝑎 𝑝𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟𝑖 and 𝑒𝑥𝑡𝑟𝑖𝑛𝑠𝑖𝑐 information, respectively.

As shown in Fig. 1, the input bit sequence {𝑏1} of the self-
concatenated encoder is interleaved, yielding the bit sequence
{𝑏2}. The resultant bit sequences are parallel-to-serial con-
verted and then fed to the RSC encoder using the generator
polynomials (𝐺𝑟 = 13, 𝐺1 = 15, 𝐺2 = 17)8 expressed in
octal format and having a rate of 𝑅1 = 1

3 and memory 𝜈 = 3,
where 𝐺𝑟 specifies the feedback polynomial. Hence for every
bit input to the SECCC encoder there are six output bits of
the RSC encoder. At the output of the encoder there is an
interleaver and then a rate 𝑅2 = 1

3 puncturer, which punctures
(does not transmit) two bits out of three encoded bits1. Hence,
the overall code rate, R can be derived based on [27] as:

𝑅 =
𝑅1

2×𝑅2
=

1

2

(
1

3
(
1
3

)
)

=
1

2
, (1)

1𝑅2 = 𝑥
𝑦

is the puncturing rate, where (𝑦 − 𝑥) bit(s) are punctured for
every 𝑦-bit segment. The interleaver 𝜋2 is before the puncturer in Fig. 1,
therefore the bits being punctured could be either the parity or the systematic
bit.
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Therefore, at the output of the puncturer the number of
encoded bits reduces from six to two bits, namely (𝑐1𝑐0).
Puncturing is used in order to increase the achievable band-
width efficiency 𝜂. It can be observed that different codes
can be designed by changing 𝑅1 and 𝑅2. These bits are then
mapped to a QPSK symbol as 𝑥 = 𝜇(𝑐1𝑐0), where 𝜇(.)
is the Gray-coded mapping function. Hence the bandwidth
efficiency is given by 𝜂 = 𝑅× 𝑙𝑜𝑔2(4) = 1 bit/s/Hz assuming
a zero Nyquist roll-off-factor. The QPSK symbol 𝑥 is then
transmitted over the communication channel. At the receiver
side the received symbol is given by:

𝑦 = ℎ𝑥+ 𝑛, (2)

where ℎ is the channel’s non-dispersive fading coefficient and
𝑛 is the AWGN having a variance of 𝑁0/2 per dimension.
This signal is then used by the demapper for calculating the
conditional probability density function (PDF) of receiving 𝑦,
when a complex-value 𝑥𝑚 was transmitted:

𝑃 (𝑦∣𝑥 = 𝑥𝑚) =
1

𝜋𝑁0
exp

(
−∣𝑦 − ℎ𝑥𝑚∣2

𝑁0

)
, (3)

where 𝑥𝑚 = 𝜇(𝑐1𝑐0) is the hypothetically transmitted QPSK
symbol for 𝑚 ∈ {0, 1, 2, 3}. These PDFs are then passed
through the Symbol to Bit Probability Converter of Fig. 1,
which performs the following three steps:

1) Calculating the a posteriori probability of the transmit-
ted signal

𝑃 𝑜(𝑥∣𝑦) = 𝑃 (𝑦∣𝑥)𝑃 (𝑥)
𝑃 (𝑦)

, (4)

where 𝑃 (𝑦) is a constant term and can be ignored. For a
symbol based system the probability of the transmitted
signal 𝑃 (𝑥) can be assumed to be a constant value.
However, in a bit based system iterative decoding ex-
changing extrinsic information between the demodulator
and decoder can be invoked based on 𝑃 (𝑥).

2) From Bayes’ rule and assuming that bits 𝑐1 and 𝑐0 are
independent, we have

𝑃 (𝑥) = 𝑃 (𝑐1𝑐0) = 𝑃 (𝑐1∣𝑐0)𝑃 (𝑐0) = 𝑃 (𝑐1)𝑃 (𝑐0).
(5)

Therefore,

𝑃 𝑜(𝑥∣𝑦) ≈ 𝑃 (𝑦∣𝑥)𝑃 (𝑐1)𝑃 (𝑐0). (6)

3) The symbol probabilities are then converted to bit prob-
abilities. The a posteriori probability of the coded bit
𝑐𝑖 = 𝑏 is given by

𝑃 𝑜(𝑐𝑖 = 𝑏∣𝑦) =
∑

𝑥∈𝜒(𝑖,𝑏)

⎛
⎝𝑃 (𝑦∣𝑥) all𝑗∏

𝑃 (𝑐𝑗)

⎞
⎠ , (7)

where 𝜒(𝑖, 𝑏) = {𝜇(𝑐1𝑐0), ∀𝑐1, 𝑐0 ∈ {0, 1}∣𝑐𝑖 = 𝑏}, which
contains two phasor combinations of the QPSK modulated
signal 𝑥. The bit index is specified by 𝑖 ∈ {0, 1} and the
value of the bit by 𝑏 ∈ {0, 1}. For higher order modulations
the bits required are 𝑚 = log2(𝑀), where 𝑀 is the number
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Fig. 2. Decoding model for an SECCC-ID scheme [16].

of constellation points. The extrinsic probability of 𝑐𝑖 is then
calculated as

𝑃 𝑒(𝑐𝑖 = 𝑏∣𝑦) =
∑

𝑥∈𝜒(𝑖,𝑏)

⎛
⎝𝑃 (𝑦∣𝑥) all𝑗∏

𝑗 ∕=𝑖

𝑃 (𝑐𝑗)

⎞
⎠ . (8)

The extrinsic bit probabilities are then converted to the
corresponding bit-based LLRs by the block denoted as LLR
in Fig. 1, which are then passed through a soft depunc-
turer inserting zero LLRs at the punctured bit positions. The
LLRs are then deinterleaved and fed to the Soft-Input Soft-
Output (SISO) Maximum A Posteriori Probability (MAP)
decoder [28]. The decoder of Fig. 1 is a self-concatenated
decoder. It first calculates the extrinsic LLRs of the in-
formation bits, namely 𝐿𝑒(𝑏1) and 𝐿𝑒(𝑏2). Then they are
appropriately interleaved to yield the a priori LLRs of the
information bits, namely 𝐿𝑎(𝑏1) and 𝐿𝑎(𝑏2), as shown in
Fig. 1. Self-concatenated decoding proceeds, until a fixed
number of iterations is reached. The extrinsic LLRs of the
codeword denoted by 𝐿𝑒(𝑐) at the output of the SISO decoder
are fed back to the Soft Demapper of Fig. 1, which are
interleaved by 𝜋2 and then punctured according to 𝑅2. These
are then converted to the a priori bit probabilities 𝑃 𝑎

𝑏 (𝑐) by
the block denoted as 𝐿𝐿𝑅−1 in Fig. 1, to be fed to the APP
demapper, which first converts them to symbol probabilities
and then provides the improved extrinsic LLR 𝐿𝑒(𝑐) of the
codeword at its output, thus completing the outer iteration
between the SISO decoder and Soft Demapper. Apart from
having inner self-concatenated iterations in the outer SECCC
decoder, a fixed number of outer iterations exchange extrinsic
information between the decoder and soft-demapper to yield
the decoded bits �̂�1.

III. DECODING CONVERGENCE ANALYSIS OF SECCC-ID

EXIT charts constitute powerful tools designed for
analysing the convergence behaviour of concatenated codes
without time-consuming bit-by-bit simulation of the actual
system. They analyse the input/output mutual information
characteristics of a SISO decoder by modelling the a priori
LLRs either by an AWGN process or by its experimentally
determined histogram and then computing the corresponding
mutual information between the extrinsic LLRs as well as the
corresponding bit-decisions. More explicitly, the employment
of EXIT charts assumes having a sufficiently high interleaver
length, so that the extrinsic LLRs can be assumed Gaussian
distributed. The SNR value where the turbo-cliff [2] in the
bit-error rate (BER) curve of a concatenated code appears can
be successfully predicted with the aid of EXIT charts.

Authorized licensed use limited to: UNIVERSITY OF SOUTHAMPTON. Downloaded on July 19,2010 at 10:20:07 UTC from IEEE Xplore.  Restrictions apply. 



BUTT et al.: NEAR-CAPACITY ITERATIVE DECODING OF BINARY SELF-CONCATENATED CODES USING SOFT DECISION DEMAPPING . . . 1611

The decoding model of the SECCC-ID scheme is portrayed
in Fig. 2. It corresponds to either one of the hypothetical
component decoders. Random variables (r.v.s.) are denoted
with capital letters and their corresponding realizations with
lower case letters. Sequences of random variables are indicated
by underlining them. The information bit sequence is 𝐵,
which is interleaved and then parallel to serial converted. The
resultant bits are denoted by 𝐷, that are then encoded to
yield the coded bit sequence 𝐶 of Fig. 2, and transmitted
over the communication channel often termed as the a priori
channel 1 [29], which gives the a priori probabilities of the
codeword𝐴(𝐶) as its output. The received symbol sequence is
given by 𝑌 , which is then fed to the SISO SECCC decoder.
By contrast, the a priori channel 2 of Fig. 2 models the a
priori probabilities 𝐴(𝐷) constituted by the combination of
the information bits and their interleaved version referred to
as the hypothetical dataword 𝐷. The SECCC SISO decoder
of Fig. 2 then computes the extrinsic bit probabilities revelant
for both the codeword 𝐸(𝐶) and the dataword 𝐸(𝐷).

EXIT charts [10] visualize the input/output characteristics
of the constituent SECCC decoder in terms of the average
mutual information transfer. In the context of the SECCC
decoder of Fig. 2, the EXIT chart visualises the following
mutual information exchange:

1) average mutual information of 𝐷 and 𝐴(𝐷):

𝐼𝐴(𝐷) =
1

𝑁𝐷

𝑁𝐷∑
𝑘=1

𝐼[𝐷𝑘;𝐴(𝐷𝑘)] ; (9)

2) average mutual information of 𝐶 and 𝐴(𝐶):

𝐼𝐴(𝐶) =
1

𝑁𝐶

𝑁𝐶∑
𝑘=1

𝐼[𝐶𝑘;𝐴(𝐶𝑘)] ; (10)

3) average mutual information of 𝐷 and 𝐸(𝐷):

𝐼𝐸(𝐷) =
1

𝑁𝐷

𝑁𝐷∑
𝑘=1

𝐼[𝐷𝑘;𝐸(𝐷𝑘)] ; (11)

4) average mutual information of 𝐶 and 𝐸(𝐶):

𝐼𝐸(𝐶) =
1

𝑁𝐶

𝑁𝐶∑
𝑘=1

𝐼[𝐶𝑘;𝐸(𝐶𝑘)] , (12)

where the number of symbols in the sequences 𝐷 and 𝐶 are
given by 𝑁𝐷 and 𝑁𝐶 , respectively. As depicted in Fig. 3,
component 1 and 2 of SECCC decoders are associated with
four mutual information transfers according to Eqs. (9)–(12).
Hence two three-dimensional EXIT charts [23] are required
for visualising the mutual information transfer between the
hypothetical SECCC component decoders (namely for por-
traying each of the two outputs as a function of two inputs)
and the EXIT curve of the combined SECCC decoder and the
soft demapper (a two input, single output block).

Provided that a MAP decoder is used, the average 𝑒𝑥𝑡𝑟𝑖𝑛𝑠𝑖𝑐
mutual information of 𝐷 and 𝐴(𝐷) may be computed from
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Eqs. (10) and (11) of [17] as follows:

𝐼𝐸(𝐷) =
1

𝑁𝐷

𝑁𝐷∑
𝑘=1

𝐻(𝐷𝑘)−𝐻(𝐷𝑘∣𝐸(𝐷𝑘))

= log2(ℳ𝐷) −
1

𝑁𝐷

𝑁𝐷∑
𝑘=1

E

[ℳ𝐷∑
𝑚=1

𝐸(𝐷
(𝑚)
𝑘 ) log2(𝐸(𝐷

(𝑚)
𝑘 ))

]
,

(13)

where 𝐸(𝐷(𝑚)
𝑘 ) = 𝑃 (𝐷

(𝑚)
𝑘 ∣𝑌 , 𝑉 [𝑘]) is the extrinsic prob-

ability of the hypothesized transmitted symbol 𝐷(𝑚)
𝑘 , for

𝑚 ∈ {1, . . . ,ℳ𝐷}, which is provided by the MAP decoder.
Here ℳ𝐷 = 2𝐿𝐷 and 𝐿𝐷 is the number of information bits2

in the SECCC input symbol of Fig. 2. Notice that the first
expectation ’E’ over the 𝑁𝐷 symbols in Eq. (13) may be
removed, when 𝑁𝐷 is sufficiently large, yielding:

𝐼𝐸(𝐷) = log2(ℳ𝐷)− 1

𝑁𝐷

𝑁𝐷∑
𝑘=1

ℳ𝐷∑
𝑚=1

𝐸(𝐷
(𝑚)
𝑘 ) log2[𝐸(𝐷

(𝑚)
𝑘 )] .

(14)

Similarly, we have [17]:

𝐼𝐸(𝐶) = log2(ℳ𝐶)− 1

𝑁𝐶

𝑁𝐶∑
𝑘=1

ℳ𝐶∑
𝑚=1

𝐸(𝐶
(𝑚)
𝑘 ) log2[𝐸(𝐶

(𝑚)
𝑘 )] ,

(15)

where 𝐸(𝐶(𝑚)
𝑘 ) = 𝑃 (𝐶

(𝑚)
𝑘 ∣𝑌 [𝑘], 𝑉 ) is the extrinsic prob-

ability of the hypothesized transmitted symbol 𝐶(𝑚)
𝑘 , for

𝑚 ∈ {1, . . . ,ℳ𝐶}, generated by the MAP decoder and 𝑁𝐶

is assumed to be sufficiently large. Here, ℳ𝐶 = 2𝐿𝐶 , where
𝐿𝐶 is the number of coded bits in the SECCC symbol.

The average a priori mutual information of both 𝐷 and 𝐶
may be modelled using the following assumptions [17, 31]:

1) the LLRs of the bits are Gaussian distributed: the LLR
of an information or parity bit 𝑠, which can be either
from the sequence 𝐷 or 𝐶, is given by [32]:

𝑧 = ℎ𝐴𝑠+ 𝑛𝐴 , (16)

where the variance of the AWGN 𝑛𝐴 is 𝜎2𝐴 per di-
mension and the equivalent ‘fading factor’ is given by
ℎ𝐴 = 𝜎2𝐴/2 [32];

2For binary EXIT chart, 𝐿𝐷 = 1
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2) the bits in a symbol are assumed to be independent
of each other and uniformly distributed: the average
a priori mutual information of a symbol sequence 𝐷
(or 𝐶), where each symbol 𝐷𝑘 (or 𝐶𝑘) consists of 𝐿𝐷

(or 𝐿𝐶) bits, is 𝐿𝐷 (or 𝐿𝐶) times the average a priori
mutual information of a bit in the symbol.

The average a priori mutual information of a certain bit
denoted as 𝑠 ∈ {𝑠(1) = +1, 𝑠(2) = −1} and its LLR 𝑧 may
be expressed as:

𝐼(𝑆;𝑍) = 1− 1

2

2∑
𝑚=1

E

[
log2

2∑
𝑛=1

exp(Ψ𝐴
𝑚,𝑛)

∣∣∣∣ 𝑠(𝑚)

]
, (17)

where we have exp(Ψ𝐴
𝑚,𝑛) = 𝑝(𝑧∣𝑠(𝑛))/𝑝(𝑧∣𝑠(𝑚)) and the

conditional Gaussian PDF is given by:

𝑝(𝑧∣𝑠) = 1√
2𝜋𝜎2𝐴

exp

(
(𝑧 − ℎ𝐴𝑠)2

2𝜎2𝐴

)
, (18)

while the exponent is given by:

Ψ𝐴
𝑚,𝑛 =

− ∣∣(𝜎2𝐴/2)(𝑠(𝑚) − 𝑠(𝑛)) + 𝑛𝐴
∣∣2 + ∣𝑛𝐴∣2

2𝜎2𝐴
. (19)

Note that another interpretation of Eq. (17) was given in [32,
Eq. (14)]. We have a function 𝐼𝐴 = 𝐼(𝑆;𝑍) = 𝐽(𝜎𝐴),
with 𝐽(𝜎𝐴) being monotonically increasing and therefore
invertible. Hence, at a given 𝐼𝐴 value we may find the
corresponding 𝜎𝐴 value from 𝐽−1(𝐼𝐴). Finally, one may
compute the corresponding LLR value 𝑧 from Eq. (16). The
a priori mutual information of an 𝐿𝐷-bit symbol 𝐷𝑘 is given
by:

𝐼(𝐷𝑘;𝑍(𝑘)) =

𝐿𝐷∑
𝑖=1

𝐼[𝑠𝐷(𝑘,𝑖); 𝑧
𝐷
(𝑘,𝑖)] , (20)

where 𝑧𝐷(𝑘) = {𝑧𝐷(𝑘,1), . . . , 𝑧𝐷(𝑘,𝐿𝐷)} is the LLR sequence,
which is related to the 𝐿𝐷 bits of 𝐷𝑘 and 𝑧𝐷(𝑘,𝑙) is the LLR
of 𝑠𝐷(𝑘,𝑙), which is the 𝑙th bit in the 𝑘th symbol 𝐷𝑘.

The EXIT charts of self-concatenated codes are typically
similar to those of the family of parallel concatenated codes [2,
17, 18], where an open EXIT tunnel exists if the EXIT
curve does not intersect with the line connecting the point
(𝐼𝐴 = 0, 𝐼𝐸 = 0) to the point (𝐼𝐴 = 1, 𝐼𝐸 = 1) in the
EXIT chart. In [16] EXIT charts were successfully used to
compare the performance of non-binary SECCC schemes. This
paper uses the same method by finding the threshold 𝐸𝑏/𝑁0

point by calculating the EXIT curve of the identical decoder
components and then plotting them together in the EXIT chart,
as shown in Fig. 7. The 𝐸𝑏/𝑁0 value, where the two EXIT
curves touch each other is termed as the threshold𝐸𝑏/𝑁0 point
denoted by Λ, which is the point where the turbo-cliff [2]
region starts and beyond which the EXIT tunnel becomes
’just’ open. If uncorrelated extrinsic information is available,
then all of the symbol-by-symbol decoding trajectories will
reach the (𝐼𝐴, 𝐼𝐸) = (1, 1) point [10] for 𝐸𝑏/𝑁0 greater
than Λ. The various coding schemes considered in this paper
are characterised in Table I. They are identified by the code
rate (𝑅1), puncturing rate (𝑅2), the overall code rate (𝑅),
code memory 𝜈 and bandwidth efficiency 𝜂, expressed in

TABLE I
VARIOUS SECCC-ID SCHEMES AND THEIR THRESHOLDS.

SECCC- Mapping 𝜈 𝜂 AWGN Rayleigh
ID (bit/s Channel Channel
Scheme /Hz) 𝐸𝑏/𝑁0 (dB) 𝐸𝑏/𝑁0 (dB)

Λ 𝜔 Λ 𝜔

R1=1/2, GM 2 0.67 0.71 -0.6 1.81 1
R2=3/4, SP 0.25 1.35
R=1/3 GM 3 0.44 1.56

SP 0.5 1.55
R1=1/2, GM 2 1 1.45 0.19 3.4 1.83
R2=1/2, SP 1.0 3.4
R=1/2 GM 3 1.2 3.2

SP 1.25 3.3
R1=1/2, GM 2 1.5 3.44 2 8.54 6
R2=1/3, SP 3.2 8.4
R=3/4 GM 3 3.24 8.09

SP 3.2 8.1
R1=1/3, GM 3 0.5 0.17 -0.8 0.96 -0.2
R2=2/3, SP 0.07 0.82
R=1/4
R1=1/3, GM 3 1 1.28 0.19 3.3 1.83
R2=1/3, SP 1.23 3.4
R=1/2
R1=1/3, GM 3 1.33 2.43 1.5 5.95 3
R2=1/4, SP 2.37 5.7
R=2/3

bit/s/Hz. Furthermore, 𝑂 denotes the number of outer iter-
ations between the demapper and the decoder and 𝐼 denotes
the number of inner self-concatenated iterations. In all the
codes considered in Table I the thresholds are calculated
for 𝑂 = 40 and 𝐼 = 40 for the SP and Gray mapping
schemes, respectively. Finally, the channel capacity limit 𝜔
is also expressed in dBs [33], as tabulated in Table I. For
𝑅1 = 1/2 and 𝜈 = 2, the generator polynomial 𝐺 = (7, 5)8
is used, whereas for 𝜈 = 3, 𝐺 = (13, 15)8 is employed. For
𝑅1 = 1/3 and 𝜈 = 3, 𝐺 = (13, 15, 17)8 is used, where
the first number in the generator polynomial represents the
feedback polynomial. The EXIT charts recorded for the binary
SECCC-ID schemes of Table I are shown in Figs. 4, 5, 6 and 7.

The mutual information exchange between the components
of an SECCC-ID scheme is portrayed in Fig. 3, which shows
the SECCC-ID decoder of Fig. 1 as two hypothetical compo-
nent decoders. The hypothetical component 2 of the SECCC
decoder of Fig. 3 receives inputs from and provides outputs
for both the soft demapper and the hypothetical component 1
SECCC decoder of Fig. 3. Hence we have two EXIT surfaces
in Fig. 4, the first one corresponding to the component 2
decoder’s average mutual information 𝐼𝐸3(𝐶) provided for the
soft demapper, while the second one corresponding to 𝐼𝐸3(𝐷)
supplied for the component 1 SECCC decoder, as shown in
Fig. 3. The same procedure can be used to calculate the
two EXIT surfaces for the average mutual information of the
component 1 decoder. One of the EXIT surfaces corresponds
to the mutual information 𝐼𝐸2(𝐶) provided for the soft demap-
per (not used) in Fig. 3. Similarly, the component 1 SECCC
decoder has the other EXIT surface characterising its average
mutual information 𝐼𝐸2(𝐷) forwarded to the hypothetical
component 2 SECCC decoder of Fig. 3. By contrast, the soft
demapper has a single EXIT surface characterising its average
mutual information 𝐼𝐸1(𝐶) forwarded to component 1 and 2
of the SECCC decoder of Fig. 3.
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Fig. 4. 3-D EXIT surfaces of SECCC decoder (dotted) and Soft Demapper
(triangles) along with a ’snap-shot’ decoding trajectory for 𝑅1=1/2 and
𝑅2=3/4, QPSK-assisted SECCC-ID, 𝜈 = 2, 𝜂 = 0.67 bit/s/Hz at 𝐸𝑏/𝑁0 =
1.55 dB using SP mapping, for transmission over a Rayleigh fading channel.

The scheme using 𝑅1 = 1/2, 𝑅2 = 3/4, 𝜈 = 2 and
employing the SP based Soft Demapper is shown in Figs. 4
and 5. Specifically, the EXIT surface marked with triangles
in Fig. 4 was computed based on the Soft Demapper’s output
𝐼𝐸1(𝐶) at the given 𝐼𝐸3(𝐷) value of the component 2 SECCC
Decoder and 𝐼𝐴1(𝐶) of the Soft Demapper’s abscissa values.
By contrast, the steeply rising EXIT surface drawn using
dotted lines in Fig. 4 was computed based on the component
2 decoder’s outputs 𝐼𝐸3(𝐶) and 𝐼𝐸3(𝐷) at the given 𝐼𝐴2,3(𝐶)
value. Note that the Soft Demapper characteristic is indepen-
dent of 𝐼𝐸3(𝐷) gleaned from the output of the component 2
decoder, as seen in Fig. 3. As we can see from Fig. 4, the
decoding trajectory is computed at 𝐸𝑏/𝑁0 = 1.55 dB3. The
symbol-by-symbol decoding trajectory (solid line) is based on
the average mutual information of the component 2 SECCC
decoder’s output, namely on 𝐼𝐸3(𝐶), and it evolves within the
space under the EXIT surface marked with triangles but above
the EXIT surface drawn using dotted lines, which means that
it matches the 3-D EXIT curves.

Similarly, the EXIT surface of Fig. 5 spanning from
the horizontal line [𝐼𝐴2(𝐷) = {0 → 1}, 𝐼𝐸2(𝐷) = 0,
𝐼𝐴2,3(𝐶) = 0] to the horizontal line [𝐼𝐴2(𝐷) = {0 → 1},
𝐼𝐸2(𝐷) = 1, 𝐼𝐴2,3 (𝐶) = 1], represents the first hypothetical
SECCC decoder component. Since in case of SECCCs these
are identical components, we only have to compute the EXIT
surface of a single component and the other is its mirror im-
age [16]. The EXIT surfaces of the two hypothetical decoder
components are plotted within the same EXIT chart together
with their corresponding decoding trajectory for the sake of
visualizing the exchange of extrinsic information between the
decoders. The EXIT surfaces of the proposed scheme match

3Note that there is a small but still beneficial vertical step in the decoding
trajectory (Figs. 4 and 5) after each iteration of the SECCC decoder and the
Soft Demapper. This justifies the use of 3-D EXIT charts as compared to 2-D
EXIT charts, where this gain cannot be observed.

0

1

IE2(D), IA3(D)

0

1

IE3(D), IA2(D)

0 

1 

IE1(C), IA2,3(C)

Fig. 5. 3-D EXIT surfaces of the two identical hypothetical SECCC decoder
components and a ’snap-shot’ decoding trajectory for 𝑅1=1/2 and 𝑅2=3/4,
QPSK-assisted SECCC-ID, 𝜈 = 2, 𝜂 = 0.67 bit/s/Hz at 𝐸𝑏/𝑁0 = 1.55 dB
using SP mapping for transmission over a Rayleigh fading channel.

exactly the decoding trajectories computed from the bit-by-bit
simulations.

The 3-D EXIT surfaces of the SECCC decoder and the
two distinct decoding trajectories - one for SP (iterating solid
line) and the other for Gray mapping (iterating bold solid line)
based Soft Demapper - were recorded for the binary SECCC
schemes operating closest to the Rayleigh channel’s capacity,
which are given in Fig. 6.

Each EXIT surface was calculated based on 10 transmission
frames, each consisting of 24 × 103 information bits. Each
Monte-Carlo-simulation based snapshot decoding trajectory
was computed based on a block length of 120 × 103 infor-
mation bits.

In Fig. 6, the scheme using 𝑅1 = 1/2, 𝑅2 = 3/4, 𝜈 = 2
and employing Gray mapping acquires an open EXIT tunnel
at 𝐸𝑏/𝑁0=1.9 dB, when communicating over an uncorrelated
Rayleigh fading channel. For this scheme the threshold Λ is at
1.81 dB as recorded in Table I, which is 0.81 dB away from
the Rayleigh channel’s capacity.

To calculate the threshold of a given SP mapping based
SECCC-ID scheme, we have to rely on 3-D EXIT charts to
analyse the mutual information exchange gain achieved, while
iterating between the soft demapper and the decoder. This is
shown in Fig. 4 and 5. The intersection of the surfaces in
Fig. 4 represents the points of convergence between the SNR-
dependent soft demapper and the SNR-independent SECCC-
ID decoder. At these intersection points we have shown a
solid line. The corresponding 𝐼𝐸2(𝐷) values associated with
the curve of intersection of the surfaces in Fig. 4 and its
mirror image are projected onto the surfaces seen in Fig. 5.
Fig. 5 also shows the Monte-Carlo-simulation based decoding
trajectory matching these EXIT curves. These EXIT curves
are projected onto 𝐼𝐸1(𝐶) = 0 for yielding Fig. 7(b). The 2-
D projection seen in Fig. 7(b) for the Rayleigh fading channel
has a threshold of 1.35 dB. Hence, an overall gain of 0.46 dB
is attained compared to the Gray mapping performance seen in
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Fig. 6. EXIT chart and two ’snap-shot’ decoding trajectories for 𝑅1=1/2 and
𝑅2=3/4, QPSK-assisted SECCC-ID, 𝜈 = 2, 𝜂 = 0.67 bit/s/Hz at 𝐸𝑏/𝑁0 =
1.55 dB using SP mapping and at 𝐸𝑏/𝑁0 = 1.9 dB using Gray mapping,
for transmission over a Rayleigh fading channel.

Fig. 7(a). The uncorrelated Rayleigh fading channel’s capacity
is 1 dB for this scheme, hence, it operates 0.35 dB away from
capacity.

The 2-D EXIT curves recorded for the case of Rayleigh
fading channel are shown in Fig. 7(a). These exemplify the
method of finding thresholds for the Gray mapped SECCC-
ID scheme using 𝜈 = 2, 𝑅1 = 1/2 and 𝑅2 = 3/4. 2-D
EXIT curves have been used for the case of Gray mapping
because there is no mutual information exchange gain between
the soft demapper and the decoder. Hence, the threshold can
be calculated using 2-D EXIT charts for the case of Gray
mapping4. We found that when employing the 𝜈 = 2 RSC
code, all SECCC schemes exhibited EXIT curves having
similar trends to those in Fig. 7(a), where the tunnel at the
top-right corner becomes very narrow. Hence, a higher SNR
was required for the decoding trajectory to pass through the
tunnel. As a result, their performance tends to be farther away
from the channel capacity. The threshold of 𝐸𝑏/𝑁0=1.81 dB
is shown in Fig. 7(a) and in Table I, which is 0.81 dB away
from the Rayleigh fading channel’s capacity.

The interleaver 𝜋1 of Fig. 1 is used in all of the schemes
considered in Table I, which renders the information bits,
more-or-less uncorrelated. This is a necessary requirement for
the generation of accurate EXIT charts, because they require
the LLRs of the information bits to be Gaussian distributed.
The interleaver used after the RSC encoder of Fig. 1, namely
𝜋2, randomises the coded bits before the puncturer.

IV. RESULTS AND DISCUSSIONS

The EXIT charts discussed in Section III were used to
find near-capacity SECCC-ID schemes for 𝜈 = {2, 3}, when
communicating over AWGN and uncorrelated Rayleigh fading
channels.

4Note that it is possible to simply use the 3-D EXIT chart of the SECCC-
ID scheme when using the Gray mapper, without having to compute another
2-D EXIT curve for the SECCC scheme at a given SNR or channel model.
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Fig. 7. EXIT curves of the 𝑅1=1/2 and 𝑅2=3/4, 𝜈 = 2, SECCC-ID scheme
to find the corresponding thresholds, operating over an uncorrelated Rayleigh
fading channel.

The threshold predicted by the EXIT chart analysis detailed
in Section III closely matches with the actual threshold ob-
served in the BER curve given by the specified 𝐸𝑏/𝑁0 value,
where there is a sudden drop of the BER after a certain number
of decoding iterations, as shown in Figs. 8 and 9. Hence it
becomes possible to attain an infinitesimally low BER beyond
the threshold, provided that the block length is sufficiently
long and the number of decoding iterations is sufficiently high.
Again, the BER versus 𝐸𝑏/𝑁0 performance curves of the
best performing QPSK-assisted SECCC-ID schemes having
𝑅1 = 1/2 and 𝑅2 = 3/4, recorded from our bit-by-bit
simulations are shown in Figs. 8 and 9. We considered an
information block length of 120× 103 bits per frame, for 103

frames and the number of decoding iterations (𝐼) are fixed
to 40. Figs. 8 and 9 show the 𝐸𝑏/𝑁0 difference between
the channel capacity and the system operating at a BER of
10−3 marked by dotted lines, which was recorded for the best-
performing SECCC-ID scheme the code memory of 𝜈 = 2.
The SP mapping scheme operates 0.47 dB away from capacity,
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Fig. 8. The BER versus 𝐸𝑏/𝑁0 performance of Gray and SP mapped
QPSK-assisted SECCC-ID schemes, 𝑅1 = 1/2, 𝑅2=3/4, and 𝐼 = 40 decoding
iterations for 𝜈 = 2, operating over an AWGN channel.
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Fig. 9. The BER versus 𝐸𝑏/𝑁0 performance of Gray and SP mapped
QPSK-assisted SECCC-ID schemes, 𝑅1 = 1/2, 𝑅2=3/4, and 𝐼 = 40 decoding
iterations for 𝜈 = 2, operating over an uncorrelated Rayleigh fading channel.

which is 0.35 dB better compared to that of Gray mapping
scheme at a BER of 10−3.

As we can see by studying Table I and Figs. 8 and 9, the
BER thresholds are accurately predicted by the EXIT charts.
Hence, the binary EXIT chart is useful for finding the best
SECCC-ID schemes that are capable of decoding convergence
at the lowest possible 𝐸𝑏/𝑁0 value. We apply the same method
of calculating the BER thresholds for a range of SECCC-ID
schemes, as detailed in Table I.

For the scheme employing 𝜈 = 2, 𝑅1 = 1/2 and 𝑅2 = 3/4,
the distance from capacity is (0.25 + 0.6) = 0.85 dB and
(1.35 − 1) = 0.35 dB, when communicating over AWGN
and Rayleigh fading channels, respectively. Another scheme,

which performs close to capacity, employs 𝜈 = 3, 𝑅1 = 1/3
and 𝑅2 = 2/3, as shown in Table I. This scheme is capable of
operating within (0.07 + 0.8) = 0.87 dB and (0.82 + 0.2) =
1.02 dB from the capacity of the AWGN and Rayleigh fading
channels, respectively, while employing the SP mapper.

V. CONCLUSIONS

We have designed near-capacity SECCC-ID schemes based
on their decoding convergence analysis. The SECCC schemes
invoke binary RSC codes and different puncturing rates.
The puncturer is used to increase the achievable bandwidth
efficiency. The interleaver placed before the puncturer helps
randomise the puncturing pattern. Good SECCC parameters
were found for assisting the SECCC-ID scheme in attaining
decoding convergence at the lowest possible 𝐸𝑏/𝑁0 value,
when communicating over both AWGN and uncorrelated
Rayleigh fading channels. We have demonstrated that 3-D
EXIT charts are useful for designing near-capacity SECCC-
ID codes. Furthermore, 3-D EXIT charts may also be used to
design a SECCC-ID scheme concatenated with an outer codec,
such as a video codec for enabling soft information exchange
between the SECCC-ID decoder and the video decoder. The
SECCC-ID schemes designed are capable of operating within
1 dB of the AWGN as well as Rayleigh fading channel’s
capacity. Our future work will focus on designing SECCC
schemes operating closer to capacity, while maintaining a high
bandwidth efficiency. Furthermore, we will investigate the
performance of such SECCC-ID schemes in non-coherently
detected cooperative communication systems.
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