
66 |||   1556-6072/12/$31.00©2012ieee ieee vehicular technology magazine  |  december 2012 

Shinya Sugiura, 
Soon Xin ng, lingkun Kong, 
Sheng chen, and lajos hanzo

In this article, we propose a 
cooperative space–time coding 
(STC) protocol, amalgamating 
the concepts of asynchronous 

cooperation, noncoherent detection, as well as dis-
tributed turbo coding (DTC), where neither symbol-level 

time synchronization nor channel-state information (CSI) esti-
mation is required at any of the cooperating nodes, while attaining 

high performance even at low signal-to-noise ratios (SNRs). More specifi-
cally—assuming the system configuration of a single source node, multiple relay 

nodes, and a single destination node, each having a single antenna element (AE)—a 
practical cooperative differential space–time spreading (CDSTS) scheme is designed using 

interference rejection spreading codes, to eliminate the effect of synchronization errors 
between the relay nodes without the assistance of channel estimation or equalization. Fur-
thermore, a set of space–time codewords are constructed based on differential linear disper-
sion codes (DLDCs), which allows our CDSTS system to support an arbitrary number of relay 
nodes operating at a high transmission rate because of its flexible design. Rather than using 
conventional single-relay-assisted DTCs, novel multirelay-assisted DTCs and a three-stage iter-
atively decoded destination receiver structure are developed for attaining a high-transmit 
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diversity order. In our simulations, the system parame-
ters are designed using extrinsic information transfer 
(EXIT) chart analysis, followed by the characterization 
of the achievable bit error rate (BER) performance for 
various synchronization delay values, as well as for 
various diversity-multiplexing relationships in 
frequency-selective fast and/or quasi-static Rayleigh 
fading environments.

Introduction
Multiple-input, multiple-output (MIMO) techniques con-
stitute promising solutions, where multiple AEs are 
employed at the transmitter and/or the receiver in con-
junction with appropriate STC and modulation schemes. 
The exploitation of the spatial dimension provides a 
wireless system with an additional degree of freedom, 
hence facilitating the attainment of additional diversity 
gains, multiplexing gains, and beamforming gains. On 
the other hand, colocated MIMO AEs allow us to elimi-
nate some of the performance limitations encountered 
in wireless communications. For example, the family of 
STCs constitutes an efficient class of diversity tech-
niques that are capable of combating the time-varying 
fading effects of wireless channels.

However, the AEs of colocated MIMO systems typi-
cally suffer from spatially correlated large-scale fading 
imposed by the shadowing effects. For example, Figure 1 
exemplifies the achievable BER performance of ( )2 1 -#

element STCs, namely, Alamouti’s code portrayed in 
more detail, for example in [1, Section 7.3], assuming that 
the signals of the colocated AEs of the STC were corre-
lated. More quantitatively, the spatial correlation factor 
t between the two channel elements was varied from 

.0 1t =  to 0.9. Observe in Figure 1 that the diversity order 
of the colocated STC gradually eroded from two to one 

upon increasing the correlation factor. Further to the 
effects of the above-mentioned spatial correlation, the 
MIMO transceiver may suffer from channel estimation 
errors. Figure 2 shows the achievable BER performance 
of the two space–time diversity schemes, employing 
both coherent and noncoherent receivers, where the 
( )2 1 -# element STC of Alamouti was employed for the co-
herently detected scheme, while the ( )2 1 -# element dif-
ferentially encoded orthogonal STBC (DOSTBC) scheme 
characterized in [1, Section 8.3] was used for the nonco-
herent scheme. To characterize the effects of the CSI es-
timation errors associated with coherent detection, we 
superimposed Gaussian noise having a variance of 2

Hv  on 
each channel tap , ,h i 1 2i =^ h  for modeling the effects of 
channel estimation errors, while varying the variance 

2
Hv  from .0 012

Hv =  to . .0 32
Hv =  The BER curve of the dif-

ferentially encoded scheme exhibited the well-known 
3 dB performance loss compared with that of Alamou-
ti’s code assuming perfect CSI. When the effects of CSI 
errors are considered, the BER curves of the coherent 
detection aided scheme exhibited an error floor, and its 
performance was severely degraded upon increasing the 
channel estimation error variance .2

Hv  Therefore, despite 
its 3 dB SNR disadvantage arising from differential en-
coding, noncoherent detection was found to outperform 
its realistically modeled coherent counterpart suffering 
from CSI estimation errors.
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In recent years, cooperative STC schemes [2] as well 
as the suite of related techniques listed in Figure 3 were 
proposed, where a collection of single-antenna-aided 
nodes act as a virtual antenna array, having widely sepa-
rated distributed AEs. This spatially dispersed mobile-
station based distributed MIMO architecture enables us 
to exploit the maximum achievable diversity order, while 
avoiding the detrimental effects of the colocated MIMO’s 
interantenna correlation, which is shown in Figure 1. 
Additionally, several CDSTC schemes [3] have been de-
veloped to combat the above-mentioned channel estima-
tion error-related problem. More specifically, since it is 
a challenging task to acquire accurate CSI for both the 
source–relay (SR) and/or for the relay–destination (RD) 
links for a rapidly changing topology of vehicles travel-
ling at high velocities, in recent years, noncoherent de-
tection techniques attracted substantial attention.

On the other hand, the aforementioned cooperative 
STC schemes [2], [3] have exploited the assumption of 
perfect symbol timing synchronization between the 
cooperating nodes, which is typically an unrealistic as-
sumption, considering the rapidly changing topology of 
the relay nodes. Since the resultant time synchroniza-
tion errors impose a significant performance degrada-
tion as noted in [4], asynchronous cooperation schemes 
were investigated in [5] and [6], which are predomi-
nantly based on either equalization techniques [5] or 
on the employment of guard interval-aided multicarrier 
transmission schemes [6]. It should be noted that these 
asynchronous cooperation schemes assumed having 

perfect CSI and/or delay information at the destination 
node, which was invoked to compensate for the disper-
sive channel’s effects and for the resultant orthogonality 
degradation of the transmitted STC at the cost of an addi-
tional complexity. In this contribution, a practical CDSTS 
scheme is designed using interference rejection spread-
ing codes, namely, loosely synchronous (LS) codes [7], 
because the LS codes are capable of eliminating the 
effects of multiuser interference (MUI) even with the use 
of single-user receivers, i.e., without relying on elaborate 
interference-cancellation techniques.

Moreover, the DTC philosophy was presented in [8] 
and [9], where the turbo-coding principle [10] was ap-
plied to a single-relay-assisted cooperative system. 
While, in general, cooperative STCs have the capability 
of achieving the maximum attainable diversity order in 
the high SNR regime, the DTC aims for achieving an ad-
ditional turbo processing gain, and therefore, it is par-
ticularly suitable for operation at low SNRs. Here, we 
note that most of the previous DTC schemes proposed 
in the open literature [8], [9] are based on a two-stage 
parallel-concatenated arrangement assisted by a single 
relay node, assuming that there is a perfect link between 
the cooperating nodes. More recently, a sophisticated 
three-component distributed turbo trellis-coded modu-
lation scheme was proposed in [11], also assuming the 
assistance of a single relay node.

Against this background, the novel contributions and 
rationale of this article are as follows:
1) We present a cooperative STC protocol, intrinsically 

amalgamating the concepts of asynchronous coopera-
tion, of noncoherent detection as well as of DTC, 
which is capable of achieving beneficial spatial-
diversity and iterative-processing gains. More specifi-
cally, assuming the configuration of multiple relay 
nodes, which experience realistic synchronization 
errors among them as well as independent path-loss 
and Rayleigh fading effects, in our CDSTS scheme, a 
multirelay-assisted three-stage DTC is employed to 
take maximum advantage of the potentially available 
relay nodes, unlike the family of conventional single-
relay-assisted DTCs [8], [9], [11]. We emphasize that 
the asynchronous cooperation technique employed 
plays a beneficial role.

2) The STC blocks of our CDSTS are constructed 
based on DLDCs [12], which have the capability of 
striking a flexible diversity versus multiplexing 
tradeoff, depending on the number of relay nodes 
as well as on the target transmission rate. Addition-
ally, as mentioned above, we invoke the multiple-
relay-assisted DTC technique, to conceive a 
practical forward error correction (FEC)-assisted 
cooperative system.

3) A unity rate code (URC) and a recursive systematic 
convolutional (RSC) code are incorporated into our 

• Channel Estimation and Data Detection
Coherent Detection
Noncoherent Detection
Semiblind Detection

• Relaying Scheme
Amplify-and-Forward Relaying
Decode-and-Forward Relaying
Soft-Demodulate-and-Forward Relaying

• Cooperative Scheme
Repetition Cooperation
Selection Cooperation
Space-Time Coded Cooperation
Network Coded Cooperation
Randomized Cooperation
Space-Time Shift Keying Cooperation

• Relay Synchronization
Synchronous Cooperation
Asynchronous Cooperation

• Distributed Channel Coding
Distributed Turbo Codes
Distributed LDPC Codes
Distributed Luby Transform Codes

Figure 3 design options and classification of cooperative 
communication techniques.
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CDSTS system for the sake of maximizing 
the interleaver gain achieved by iterative 
decoding. The system parameters are 
optimized using EXIT chart analysis [13] 
for the sake of approaching the Rayleigh 
fading channel’s capacity.

System Overview
Consider the cooperative network of Figure 4, 
which comprises a source node, M  relay 
nodes, and a destination node. [For example, 
we may consider a time division-code divi-
sion multiple access based channel allocation 
scheme supporting ( )N NT C#  source nodes, 
namely supporting NC source nodes in each 
of the NT time slots.] Here, it is assumed that 
each node has a node-specific synchroniza-
tion delay, which is uniformly distributed 
from 0 to ,maxx  where maxx  denotes the maxi-
mum delay.

The source node transmits its signals to 
the destination node using the source-specific 
relay nodes. More specifically, each trans-
mission is composed of two phases, i.e., a 
broadcast phase-I and a cooperative phase-II. 
While the source node broadcasts the signals 
to the associated M  relay nodes and to the des-
tination node during phase-I, the relay nodes 
retransmit the decoded signals to the destina-
tion node based on our CDSTS scheme during 
phase-II. Although in this article we assume 
that each node is equipped with a single AE, 
our system can be readily extended to the 
scenario of multiple-AE assisted cooperative 
networks. Additionally, we assume that a 
unity total power is shared by the collaborat-
ing nodes, where the power values PS and PR 
are allocated to the source node and the cor-
responding relay nodes, respectively, while 
maintaining the relation of .P P 1S R+ =  For the 
sake of simplicity, we set ,.P P 0 5S R+ =  not-
ing that power optimization remains an open 
problem at this stage.

Furthermore, let us define ,dsd  ,dsr  and drd 
as the average geometrical distances of the 
source–destination link, of the SR links and of 
the RD links, respectively. Here, each path-loss 
value of the corresponding links can be mod-
eled by ( )P K dab ab$= a-  (a, b s, d, r),=  where K  
is the constant element and a is the path loss 
exponent. Considering a free-space propaga-
tion model of ,2a =  the power gain Gsr of the SR 
link and that of the RD link Grd over the source–
destination link is given by ( )d dG 2

sd ssr r=  and 
( ) ,G d d 2

rd sd rd=  respectively.
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Source Model
During the broadcast phase-I, the source node trans-
mits its differentially encoded signals to the corre-
sponding M  relay nodes as well as to the destination 
node. As shown in the upper left corner of Figure 4, the 
source node first channel-encodes the source bits ( )b i  
using a half-rate RSC code and then interleaves the 
channel-encoded bits by using the source-specific inter-
leaver .SP  Furthermore, the interleaved bits are further 
encoded by a recursive URC (the role of the URC is to 
impose an infinite impulse response, which improves 
the achievable iterative decoding performance by effi-
ciently spreading the extrinsic information without 
requiring a longer interleaver; more specifically, as 
detailed in [14], a recursive inner code is necessary for 
the sake of maximizing the interleaver gain and for 
avoiding the formation of a BER floor, when employing 
iterative decoding), and then the coded bits are input 
to the differential phase-shift keying (DPSK) mapper 
block. Finally, the DPSK-modulated symbols ( )c k  are 
spread using the source-specific direct sequence 
spreading code ( ),tSp  having the code length of LS and 
the chip durations of .Tc

Under the condition of frequency-selective Rayleigh 
fading channels having a maximum number of resolv-
able paths ,Lp  the time-domain signals ( )y tm  received at 
the mth relay node, and the destination node ( )y tsd  are 
expressed, respectively, as 

 ( ) ( ) ( ) ( ),y t P G h c k t kL T n t( )
m

l
m

l

L

k

N

10

1

S sr sr S S cm

pM

p= - +
==

-

//  (1)

 ( ) ( ) ( ) ( ),y t P h c k t kL T n t( )
SS

l

l

L

k

N

10

1

sd sd S c d

pM

p= - +
==

-

//  (2)

where h( )l
srm and h( )l

sd are the corresponding Rayleigh fad-
ing coefficients associated with the lth path, while nm 
and nd  are the noise components having a zero 
mean and a variance of  /N 20  per dimension. 
Furthermore, NM indicates the number of modulated 
symbols. Here, the SNRs at the relay nodes, namely 
SNRsr, and at the destination node SNRsd have the 
relation of ( )log G10SNR SNR 10sr sd sr= +  expressed in 
decibels because of the geometrical power-gain 
effect [11]. Furthermore, the transmission rate of the 
phase-I RS is given by R r

2S =  b/symbol, where r  is 
the number of b/symbol for the DPSK modulation 
scheme employed.

Relay Model 
During the cooperative phase-II, the M  relay nodes, 
which are shown in the lower left corner of Figure 4, 
implement the decode-and-forward CDSTC transmission 
scheme based on the DLDC-coded STS concept, where 
each of the M  relay nodes uses all the M  spreading 
codes according to the DSTS principle [15]. The M  
spreading codes have a code length of .LR  Letting the 
mth relay node be the node of interest, the received sig-
nals ( )y tm  are first despread by the source node’s 
spreading code ( ),tSp  and then iteratively decoded 
according to the turbo principle. Next, the estimated 
bits ( )b it  are interleaved and coded by the interleaver RP  
and the URC encoder, which are common for the associ-
ated M  relay nodes. Then, the coded bits are mapped to 
DLDC blocks [12],  which are represented by 

[ ]S s C( ) ( )k
ij
k M M!= # , where s( )

ij
k  indicates the ith-row and 

jth-column element of the codeword S( )k  and k is the 
block index. Note that CM M#  denotes complex-valued 
matrix space, having the size of M rows and M columns. 
Here, Q BPSK symbols are multiplexed in each of the 
codewords .S( )k  It should be emphasized that the DLDC 
has the capability of striking a balance between the 
attainable diversity and multiplexing gain [12], enabling 
us to generate a set of M codewords while having a mul-
tiplexing order Q, without exhibiting a substantial infor-
mation rate loss in comparison to the theoretical upper 
bound. This high degree of freedom enables the flexible 
adjustment of the number of cooperating relay nodes 
and the resultant phase-II throughput, depending on the 
rate of change in the network topology and the propaga-
tion environment. 

Instead of arranging for each relay node to transmit 
each row of the DLDC codeword S( )k  during M symbol 
durations in the conventional way [2], here we apply the 
concept of STS [15] during the phase-II transmissions us-
ing the M spreading codes seen in the lower left part of 
Figure 4. This operation assists the destination receiver 
to rearrange the received DLDC space-time codeword, 
hence eliminating the effect of synchronization errors 
between the relay nodes, provided that the spreading 
sequences have ideal cross-correlation properties. To 
be specific, the mth relay node spreads each component 
of the mth row in S( )k  using a different spreading code 
for each component, and transmits the linear combina-
tion of the spread symbols in a concerted action with the 
other relay nodes, as closely synchronized as possible. 
Therefore, the time-domain signals ( )y trd  received at the 
destination node during phase-II, shown in the right cor-
ner of Figure 4, is represented by 

( ) ( )y t M
P G h s t kL T( )

,
( )

c ,rd
l

m j
k

j m l
j

M

m

M

l

L

k

N

1110

1
R rd

rd Rm

pB

p x= - -
====

-

////

 ( ),n td+   (3)

our mulTirelay-assisTed dTc has The 
poTenTial To exhibiT a beTTer perFormance 
Than Those oF The convenTional single-
relay-assisTed dTcs.



december 2012  |  ieee vehicular technology magazine  ||| 71 

where h( )l
rdm is the Rayleigh channel coefficient between 

the mth relay node and the destination node, associat-
ed with the lth path, while ,m lx  is the delay component 
corresponding to the mth user and the lth path. Fur-
thermore, ( )tjp  is the normalized signature sequence 
of the jth spreading code. Note that the corresponding 
transmission rate RR of phase-II is given by R QR =  
b/symbol. Similar to the SR SNR of ,SNRsr  the RD SNR 
of SNRrd and the source-destination SNR of SNRsd 
have the relation of ( / )log P G P10SNR SNR 10rd sd R rd S= +  
in decibels. 

At the destination node shown at the right of Figure 4, 
the source bits are iteratively detected based on the sig-
nals ( )y tsd  in (2) received during phase-I as well as the 
signals ( )y trd  in (3) received during phase-II, which is 
detailed in the following section. 

Three-Stage Iterative CDSTS Detector Structure 
We present the destination receiver’s structure for 
our CDSTS scheme, where a three-stage iterative 
decoding algorithm is employed, as illustrated in the 
right corner of Figure 4. For ease of treatment, we 
refer to the DPSK demapper, the URC decoder, and 
the RSC decoder of phase-I as an inner decoder, while 
the DLDC demapper and the URC decoder of phase-II 
are considered as an outer decoder. To be specific, 
the soft-input soft-output (SISO) decoders at the 
receiver iteratively exchange soft extrinsic informa-
tion Li

e in the form of log likelihood ratios (LLRs). At 
the inner decoder of Figure 4, the destination receiver 
decodes the signals broadcast from the source node 
during phase-I, to output the extrinsic LLR ( ) .L ie

1  
The same procedure is followed by the relays’ itera-
tive decoders seen in Figure 4, with the sole difference 
that the RSC decoder block of the above-mentioned 
inner decoder can make use of the a priori informa-
tion ( )L ia

1  gleaned from the outer decoder. The number 
of inner iterations between the two decoders within 
the inner decoder is represented by .IDi  

By contrast, at the outer decoder of Figure 4, the 
destination receiver first despreads the signals, which 
are received during phase-II. We note here that at this 
despreading stage the effects of the synchronization 
errors between the relay nodes are eliminated. Then, 
the DLDC demapper produces soft information, where a 
conventional low-complexity linear MIMO decoder can 
be employed because of the linearization operation of 
[12]. Then, the resultant soft information is input to the 
URC decoder of Figure 4 to output the extrinsic LLR ( )L ie

3  
of the outer decoder. Furthermore, the soft LLRs are it-
eratively exchanged between the inner decoder and the 
outer decoder, where the associated number of outer it-
erations is denoted as .IDo  Note that in this three-stage 
iterative decoding process, the total number of itera-
tions is given by (I IDi Do# ). Finally, the estimated bits are 

calculated from the LLRs ( )L ia
1  and ( )L ie

1  using the hard-
decision operation. 

Interference Rejection Spreading Codes 
Having an Interference-Free Window 
In our CDSTS scheme, the effects of asynchronous relay 
nodes are eliminated under the ideal assumption that 
the despreading operation at the destination receiver is 
capable of sufficiently suppressing both the asynchro-
nous MUI as well as the multipath-induced intersymbol 
interference (ISI). This indicates that low cross-correla-
tions as well as autocorrelations are required for the 
spreading codes employed. However, the conventional 
spreading codes, such as Walsh codes and Gold codes, 
normally suffer from both MUI and from multipath inter-
ference (MPI) due to the non-negligible auto- and/or 
cross-correlation values. To this end, we employ here 
the above-mentioned LS codes as the spreading codes in 
our CDSTS system. The family of LS codes exhibits a so-
called interference-free window (IFW), resulting in zero 
ISI and zero multiple-access interference, provided that 
the maximum delay of the asynchronous transmissions 
including all MPI components is within the width of 
the IFW. 

As detailed in [7], the parameter-based notation of LS 
codes is given by LS( ,NLS  ,P LS  W0), where NLS is the length 
of the constituent orthogonal complementary code set, 
PLS is the dimension of the Walsh-Hadamard matrix used 
for generating members of the code-family, and W0 is the 
width of the IFW, which are used to design the desired 
LS code. As a result, we can generate PLS LS codes hav-
ing an IFW of at least { , }min N W1 0LS-  chip durations, 
where the corresponding code length of the LS codes 
is .L N P W2 0LS LS= +  Owing to space-limitations, the de-
tailed method of creating the LS code is omitted, which 
is available in [7]. 

EXIT Chart Analysis 
We investigate the effects of diverse system parameters 
on our CDSTS system using EXIT charts [13]. Here, the 
number of source nodes allocated to each time slot is 
set to .N 4C =  Let us define here the equivalent transmit 
SNR t as ( )/P P N0S Rt = + , which relates the total source-
power PS plus relay-power PR to the noise-power N0 at 
the receiver. Additionally, we consider frequency-
selective block-fading Rayleigh channels, where the 
channel coefficients can be regarded as constants dur-
ing two DLDC block durations, while the number of 

The design oF Forward error correcTion 
schemes employed aT The sn and The 
rns are opTimized using Two-
dimensional exiT charTs.
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resolvable paths Lp as well as the number of rake com-
biner fingers o is four. 

First, we investigated the decoding characteristics 
of the destination receiver of Figure 4 in our CDSTS 
system, where each source node was assisted by M 2=  
relay nodes and Q 2=  BPSK symbols were multiplexed 
per each DLDC codeword. We assumed that the each 
node’s geometrical relationship, defined in “System 
Overview,” was given by G 8sr =  and .G 2rd =  Further-
more, the LS(8,4,7) and LS(8,8,7) codes were preassigned 
for the source and relay nodes, respectively. Figure 5 
shows the EXIT curves of both the inner decoder and 
the outer decoder, where the transmit SNR was varied 
from 1SNR =  to 7 dB in 1 dB steps, while satisfying the 
maximum synchronization delay range of .T3 cmaxx =  
Furthermore, a half-rate RSC code having the octally 
represented generator polynomials of ( , ) ( , )g g 7 5 8r =  was 
employed as our channel encoder at the source nodes. 
As we can see from Figure 5, upon increasing the transmit 
SNR, the open EXIT tunnel between the EXIT curves of 
the inner and outer decoders becomes wider, potentially 
leading to a fast convergence of the iterative process, al-
though the Monte-Carlo-simulation-based bit-by-bit de-
coding trajectories are not shown here. 

Furthermore, in Figure 6, we investigated the ef-
fect of different modulation orders for both the source 
and relay nodes at the equivalent transmit SNR of 4 
dB, where we considered DBPSK, DQPSK, 8-DPSK, and 
16-DPSK modulation schemes for the source nodes as 
well as the DLDC multiplexing factors of Q = 1, 2, 3, and 4 
for the relay nodes. Here, we also employed Gold codes 
as the benchmark spreading codes of the LS codes, 
noting that Gold codes constitute well-known spread-
ing sequences having relatively good asynchronous 
cross-correlation properties. Observe in Figure 6 that 
our LS code-based CDSTS scheme created open tunnels 
between the inner and outer EXIT curves in the cases 
of low-modulation orders, such as DBPSK, DQPSK, and 
8-DPSK, as well as DLDC multiplexing factors of ,Q 1=  
2, and 3. By contrast, the employment of 16-DPSK or of 
Q 4=  gives rise to the closure of the EXIT tunnel. On 
the other hand, as shown in Figure 6, the EXIT curves 
of the Gold code-based CDSTS arrangement did not ex-
hibit an open tunnel for every combination of the inner 
EXIT curve and the outer EXIT curve. This is because 
the LS codes’ IFW successfully eliminated the effects 
of the synchronization errors between the relay nodes, 
while suppressing the MUIs imposed by the other 
source and relay nodes, also having synchronization 
errors. To be specific, upon increasing the modulation 
order for the source or the relay nodes, the correspond-
ing EXIT tunnel becomes narrower or closed for both 
the LS and Gold spreading codes, implying that as ex-
pected, a higher SNR is required to attain a good BER 
performance in comparison to the lower modulation 
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Figure 5 the eXit curves of the inner decoder and outer decoders 
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nodes in each time slot and employing dQPSK modulation at each 
source nodes and bPSK multiplexing associated with Q 2=  per 
dldc block at the corresponding M 2=  relay nodes. the equivalent 
transmit Snr was varied from 1SNR =  to 7 db, while the 
maximum synchronization delay was .T3max cx =  
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orders. Additionally, we note that the 
outer decoder’s EXIT curves in Figures 
5 and 6 did not emerge from the origin of 
the coordinate system at ( , ) ( , ),I I 0 0A E =  
which is different from that of a typical 
serially concatenated turbo-coded sys-
tem. This is because the source-relay-
destination links of our CDSTS system 
seen in Figure 4 may be viewed as a par-
allel-concatenated branch, rather than 
that of the classic serially concatenated 
turbo-coding scheme. Hence, the cor-
responding inner decoder’s EXIT curve 
acted similarly to that of parallel-con-
catenated turbo coding, which does not 
emerge from the point of ( , ) ( , ) .I I 0 0A E =  

Performance Results 
The basic system parameters employed 
in our simulations are listed in Table 1, 
which we derived using our EXIT chart 
analysis of the previous section. A 
DQPSK modulation scheme and an inter-
leaver SP  having the length of 20,000 b 
were employed at the NC source nodes, 
each of which was assisted by M 2=  
relay nodes employing a DLDC multiplex-
ing factor of Q 2=  and an interleaver SP  
having a length of 10,000 b. The number 
of iterations at each relay node IR was 
set to ,I 5R =  while the number of inner 
and outer iterations at the destination 
node was given by I 2Di =  and ,I 5Do =  
respectively. Furthermore, the maximum 
synchronization delay maxx  was set to 

.T3max cx =  
Here, the total transmission rate of our CDSTS Rtotal 

was given by / / /R L L R L Rtotal S S S R R= +^ h [b/symbol], 
where LS and LR are the code lengths of the spreading 
codes during phase-I and phase-II, respectively, and the 
rate Rtotal was normalized by the phase-I code length .LS  
Based on these relationships, the transmission rate of 
our CDSTS was given by . ,R 0 54total =  while for instance 
that of the DBPSK-modulated noncooperative scenario 
was . .R 0 5S =

Figure 7 shows the achievable BER performance 
of our LS code-aided and Gold code-aided CDSTS 
schemes, where the maximum synchronization delays 

maxx  were set to , ,T T3 6max c cx =  and ,T9 c  while having 
L 4p =  resolvable paths and 4o =  rake combiner fin-
gers. It can be seen from Figure 7 that the BER curve 
of our LS code-based CDSTS system recorded for the 
case of T3max cx =  exhibited a good BER performance, 
as expected on the basis of the EXIT chart analy-
sis of Figure 5 in the previous section. On the other 

Table 1 Basic system parameters. 

Source node number of source nodes NC 
per time slot

4

modulation scheme dQPSK

interleaver block length of SP  20,000 b

Spreading codes lS codes of lS(8,4,7)

outer channel code rSc with generator  
polynomials (7,5)8

Precoder code urc ( ) / ( )G D D1 1= +  with 
a delay element D

Power allocation PS 0.5 

relay node number of relay nodes per 
source node M 

M 2=

modulation scheme bPSK-modulated 
dldc [12]

dldc’s multiplexed factor Q Q 2=

interleaver block length of RP  10,000 b

Spreading codes lS codes of lS(8,8,7)

Precoder code urc ( ) / ( )G D D1 1= +  with 
a delay element D

dPSK demapper Soft demapper

number of iterations IR 5

Power gain of Sr links Gsr 8

Power allocation PR 0.5 

destination dPSK demapper Soft demapper

dldc demapper mmSe-based soft  
interference cancellation

number of inner iterations IDi 2

number of outer iterations IDo 5

Power gain of rd links Grd 2
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Figure 7 achievable ber performance of our lS code-aided 
cdStS and the gold code-aided cdStS schemes, comparing the 
maximum synchronization delays of , ,T T3 6max c cx =  and ,T9 c  while 
having L 4p =  delay spread-induced paths. 
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hand, for the high-delay scenarios of T6max cx =  and 
,T9 c  where the sum of the maximum delay maxx  and 

the delay spread ( )L 1p-  is higher than the LS code’s 
IFW, the corresponding BER was substantially dete-
riorated because of the residual MUIs and MPIs, al-
though it was still better than that of the Gold codes 
for any of the delays considered. To provide further 
insights, the BER curves associated with Gold codes 
of Figure 7 also correspond to the performance of the 

conventional space–time coded cooperative schemes 
[2], which is typically affected by the relay nodes’ syn-
chronization errors as well as ISI. (To save the space 
economy, further comparisons with other cooperative 
schemes will be left for our future study.) 

In Figure 8, we evaluated the effects of both the MPI 
and of the MUI during the cooperative phase-II, assum-
ing that the number of resolvable paths Lp was varied 
from L 1p =  to ,L 16p =  while maintaining a maximum 
delay of 0maxx =  for the sake of simplicity. We note here 
that the (N MC # ) relay nodes were quasi-synchronous-
ly transmitting their signals. Figure 8 shows the aver-
age powers of the desired signals, of the MPI and of the 
MUI, while comparing the performance of LS and Gold 
codes. First, it was confirmed that our LS code-aided 
CDSTS was capable of perfectly suppressing both the 
MUI and the MPI, provided that the delay-spread asso-
ciated with the (L 1p- ) delayed paths was within the 
designed IFW of ,W0  while the Gold code-aided system 
suffered from their residual MUI and MPI owing to the 
nonzero auto- and cross-correlations. 

Finally, we investigated a more practical scenar-
io, namely that of employing the shorter interleaver 
lengths of SP = 2,000 b and of RP = 1,000 b. Here we as-
sumed quasi-static Rayleigh fading environments. Fur-
thermore, the LS code of LS(8,16,7) was employed for 
the case of M 3=  relay nodes, to generate the required 
number of LS codes having an IFW of 7 chip durations. 
It is predicted that since no time diversity gain can be 
exploited in this block-fading scenario, the spatial di-
versity order, determined by the number of relay nodes, 
dominantly affects the preferable performance im-
provement. Hence, our multirelay-assisted DTC has the 
potential to exhibit a better performance than those of 
the conventional single-relay-assisted DTCs [8], [9], 
[11]. Figure 9 shows the achievable BER performance 
of our LS code-aided CDSTS scheme, employing M 2=  
and M 3=  cooperating nodes, respectively, where the 
DLDC’s multiplexing factor Q was varied from Q 1=  
to .Q 3=  Additionally, we plotted here the BER curves 
of our benchmark CDSTS system assuming the ideal-
ized scenario of having no decoding errors at the relay 
nodes, to benchmark the effects of the relays’ decoding 
errors and their error propagation. Observe in Figure 
9 that while the proposed CDSTS system achieved a 
better performance than the noncooperative scheme 
as a benefit of its cooperative spatial diversity gain, it 
was severely degraded by the relays’ decoding errors, 
when compared with those of the no-relaying error 
scenario. Therefore, it was found that to exploit the de-
signed diversity-multiplexing tradeoff, it is important to 
overcome the effects of error propagation by employ-
ing cyclic redundancy checks for the sake of identify-
ing the relays’ decoding errors, or by introducing the 
concept of [16], where the relays’ decoding errors are 

Figure 8 effect of the number of resolvable paths Lp on the 
average power of the desired signal, on the mPi and on the mui. 
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the modulations of dbPSK and dQPSK.



december 2012  |  ieee vehicular technology magazine  ||| 75 

compensated for at the destination receiver by ex-
ploiting each relay’s average BER estimated for the 
received LLRs. Furthermore, it can also be seen that 
upon increasing the number of relay nodes from M 2=  
to ,M 3=  the potential diversity gain improves for each 
multiplexing factor ,Q  provided that the relays’ decod-
ing errors are successfully eliminated. 

Generic Design Guidelines 
The system design guidelines are summarized as 
follows: 

 ■ According to the degrees of the synchronization 
errors as well as the delay spread, the LS spreading 
codes assigned to the SNs and the RNs are 
designed so that the maximum delay becomes 
 within the IFW. 

 ■ The DLDC’s system parameters of ( , ,M T Q) as well as 
the modulation scheme are determined by the num-
ber of available RNs, the attainable diversity order 
between the RD link, and the normalized throughput. 

 ■ Then, the design of forward error correction (FEC) 
schemes employed at the SN and the RNs are 
 optimized using two-dimensional EXIT charts, 
which accurately predicts the decoding behavior 
and threshold. 

 ■ Moreover, additional fundamental specification is the 
affordable decoding delay, which corresponds to the 
interleaver length, while a shorter interleaver 
degrades the achievable turbo-coding gain. 

 ■ To be more specific, when the desirable design crite-
rion is achieving a near-capacity performance, rather 
than minimizing the overall delay and the decoding 
complexity, it is straightforward approach to match 
the inner- and outer-EXIT curves, hence attaining an 
infinitesimally low BER at near-capacity SNRs. 
Further related techniques may be advocated into the 

above-mentioned cooperative system design. 
Although the effects of MUI and MPI arriving within 

the IFW are perfectly eliminated in our cooperative sys-
tem, the number of LS codes exhibiting a sufficiently wide 
IFW is limited. To extend the degree of design freedom 
and hence to accommodate large synchronous delays, 
multicarrier (MC) transmission can be invoked in our 
CDSTS system, as described in [7]. More specifically, the 
IFW duration of the LS codes can be extended by a factor 
given by the number of subcarriers, since the chip dura-
tion of each subcarrier is proportionately increased. 

Conclusions 
In this article, we proposed a practical cooperative 
transmission protocol, exploiting the advantages of 
asynchronous cooperation, noncoherent detection, and 
multirelay-assisted DTC. The DLDC scheme employed 
for our cooperative STC has the potential of adapting 
our CDSTS arrangement, such as the number of relay 

nodes and the transmission rate, depending on the net-
work’s topology and on the propagation environment 
encountered. Our simulation results demonstrated that 
the proposed LS code-aided CDSTS scheme is capable 
of achieving both cooperative spatial diversity and tur-
bo-processing gains, while combating the effects of the 
relays’ synchronization errors and CSI estimation 
errors. The family of space-time codes constitutes an 
efficient class of diversity techniques that are capable 
of combating the time-varying fading effects of wireless 
channels. Our multirelay-assisted DTC has the potential 
to exhibit a better performance than those of the con-
ventional single-relay-assisted DTCs. The design of for-
ward error correction schemes employed at the SN and 
the RNs are optimized using two-dimensional EXIT 
charts. The IFW duration of the LS codes can be extend-
ed by a factor given by the number of subcarriers, 
since the chip duration of each subcarrier is 
proportionately increased. 
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