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Abstract— This paper presents an Irregular Distributed Hybrid Con-
catenated Space-Time (Ir-DHC-ST) coding scheme designedrf near-
capacity cooperative communications. A serial concatenal scheme
comprising an IRregular Convolutional Code (IRCC), a recursive Unity-
Rate Code (URC) and a Space-Time Block Code (STBC) was desighfor
the sake of approaching the corresponding source-to-relalink capacity,
where the IRCC was optimized with the aid of EXtrinsic Inform ation
Transfer (EXIT) charts which was used at the source node. Athe relay
node, another IRCC is concatenated serially with an idential STBC.
The relay’s IRCC is re-optimized based on EXIT chart analyss for the
sake of approaching the relay network’s capacity, before @mnsmitting
the relayed information. We will demonstrate that the topobgy of the Ir-
DHC-ST system coincides with that of a Distributed Turbo Code (DTC).
At the destination node, a novel three-stage iterative decling scheme is
constructed in order to achieve decoding convergence to anfinitesimally
low Bit Error Ratio (BER). Finally, it is shown that our joint source-
and-relay mode design based on EXIT chart analysis is capablof near-
capacity cooperative communications.

I. INTRODUCTION

In the past few years, cooperative communication schemles [1

[3] have been intensively studied, which combine the benefft
distributed Multiple-Input Multiple-Output (MIMO) systes with
relay technologies. In a relay network, where the nodesrgusee
equipped with either single or multiple antennas, coopgratom-
munications allow the nodes (users) to assist each othenivafding
(relay) all messages to the destination, rather than transgnonly
their own messages. Since the MIMO transmitter’s elements
such a network are distributed, the network forms a “disteb

new Irregular Distributed Hybrid Concatenated Space-TimB®HC-
ST) coding scheme is proposed, where two IRregular Corionlait
Codes (IRCC) [13], [14] having different IRCC weighting €gents
are employed for near-capacity cooperative communicat@nthe
source and relay nodes, respectively.

The rest of this paper is organised as follows. The systemeimod
is described in Section Il. Section Ill specifies the encgdand
decoding processes of the novel Ir-DHC-ST coding scheme Th
network’s DCMC capacity computation and the EXIT chart dide
joint source-and-relay mode design are detailed in Sedtipmvhile
our simulation results and discussions are provided ini@edy.
Finally, we conclude in Section VI.

Il. SYSTEM MODEL
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Fig. 1. Schematic of a single relay aided multi-antennaesgstwheredsy,

MIMO” system. For the sake of improving the diversity gain ofs the geographical distance between nadend nodeb.

relay-aided networks, numerous cooperative protocols[4]]have
been proposed. In most cooperative scenarios, predoryintre
Decode-and-Forward (DF) and Amplify-and-Forward (AF)tpomls
are used. However, a strong channel code is required fogatiitig
the potential error propagation in the DF scheme or to avba t
noise-enhancement in the AF scheme.

Inspired by the classic turbo codes used in non-cooperati

communication scenarios, Distributed Turbo Codes (DTQ)hgbve
been proposed for “distributed MIMO” systems, which benttim

a turbo processing gain. However, DTCs suffer from having an

imperfect communication link between the source and relages.
Hence a three-component Distributed Turbo Trellis Codedii

tion (DTTCM) scheme has been proposed in [6], which takes in

consideration the realistic condition of having an impetrfource-to-
relay communication link. The DTTCM scheme [6] designechgsi
EXtrinsic Information Transfer (EXIT) chart analysis [7][8] is
capable of minimizing the decoding error probability at teday
node and performs close to its idealized counterpart thstirass

perfect decoding at the relay node.

Against this background, our objective here is to design a co

operative scheme, which is capable of performing close ® t
corresponding Discrete-input Continuous-output Memesyl Chan-
nel (DCMC) [9], [10] capacity of the cooperative networkihrar than
that of non-cooperative communication scenarios [11]].[E2r the
sake of approaching the DCMC capacity of the cooperativeordt a
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We consider a two-hop relay-aided network, which has a singl
source node havin{s = 2 antennas, a single relay node equipped
with N; = 2 antennas and a destination node hawgg= 4 antennas,
where all nodes obey the half-duplex constraint, i.e. a mmeot
transmit and receive simultaneously. The schematic of tbpgsed
system is shown in Fig. 1, which typically entails two phaskes

ase |, the source nodes) broadcasts the information both to the
relay node () and to the destination nodel)( The relay noder]
processes the received information and forwards it to tistirtion
node €l) in Phase Il, while the source nodes) remains silent. The
destination performs decoding based on the messages Kedda
both phases. As in [15], we model the communication linksim E
gs being subjected to both long-term free-space path logekhas
to short-term uncorrelated Rayleigh fading.

Let dy, denote the geometrical distance between nadesd b.
The path loss between these nodes can be modeled by [15]:

K
ab
thereK is a constant that depends on the environmentcaiglthe
path-loss exponent. For a free space scenario, we tave. The
relationship between the enerfgg received at the relay node and
that of the destination nodégy can be expressed as:
Py

P
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whereGg is the power-gain (or geometrical-gain) [15] experienced
by the source-to-relay link with respect to the sourcedstithation



link as a benefit of the commensurately reduced distance atid p @ @, E) |
: . s wi JTIRCC, | a [ RC, | ¢ TBC, TX,
loss, which can be expressed as: ourceo—:ﬁ Ercods m Encosdr Encodot_Y
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Similarly, the power-gain at the relay-to-destinatiorklimith respect B (f ’T;co er (2{ (3% I
to the source-to-destination link can be formulated as: y | IRCCy — JRC, TBC, ij,
) ! Decode [, | Decode Decodef—
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Naturally, the power-gain at the source-to-destinatiork hvith re- ‘ Encode Encoder—
spect to itself is unity, i.eGg = 1. Therefore, according to the | [ROC,-STBC, Encoder
geometry of Fig. 1, the power-gailGy and G,q have to satisfy: Relay Transceiver
Gy + Grg +2v/ Gy Grg > Ggr Gryg. (5) Fig. 2. Schematic of the Irregular Distributed Hybrid Caecmted Space-

Time (I-DHC-ST) encoder where the dashed line indicates dfror-free
We assume that the relay node is closer to the source node tdatoding at the relay node.

to the destination node, while both the source and relay are f

away from the destination, namely we ha@ > Gq. In this  sake of achieving a performance that is close to the capatitiie

scenario, the relay benefits from a higher received signakpthan source-to-relay link. On the other hand, at the relay nodetrer

the destination. This assumption facilitates the employnoé near- |Rcc having a code rate oR is amalgamated with Alamouti's

perfect DF relaying (similar arguments can be found in [16]]), STBC scheme for the sake of achieving a performance thabsecl

otherwise other relaying modes might be better choices fenplify-  to the relay network’s capacity. The notatiorns and 1 in Fig. 2

and-Forward (AF) and Compress-and-Forward (CF)). Henbe, trepresent the bit-wise random interleaver used at the sonocle

vector hosting the received signal at the relay node duRhgse and the relay node, respectively. If the relay is capableemoding

I, which consists of.s number of symbol periods, can be formulatedhe signals received from the source node without errorBhase

as: I, the relay-aided scheme may be referred to as an IrregularitHy
_ \/@Hrcs+nr, 6) Concatenatgd Sp.ace-Time.(Ir-HC-ST) coding arrangeme(.anc.el

we could view this relay-aided system as an Irregular Distad

whereyr = [yr1....,¥rn]T is the Ny-element vector of the received Hybrid Concatenated Space-Time (I-DHC-ST) coding schease

signals at the relay nodel is the (\N; x Ns)-element channel matrix, depicted in Fig. 2, where the dashed line indicates the meer

the entries of which are independent and identically com@aus- decoding at the relay node.

sian distributed with a zero mean and a variance of 0.5 peemsion.

Furthermore,cs = [03_17...705,NS]T is an Ns-element vector of the

signals transmitted from the source node ape- [ny 1,...,nyp,]T is  B. Three-Stage Iterative Decoding at the Destination

an N;-element noise vector. Each elementpfis an Additive White

Gaussian Noise (AWGN) process having a zero mean and agarian U Laa(un) L) )
of No/2 per dimension. By contrast, the signal vector receivethet tex, %( %TBC Laa(cs) (sz(‘ ! ﬂ—’"‘
destination node durin@hase | can be expressed as: % Decode Decoée

Yl = v/GsgHYcs + g, @) Phase I: STBC,-URC, IRCC Duodcr et neln)

and the signal vector received at the destination node glirhase
I, whenL; number of symbols are transmitted from the relay node
is formulated as:

UOIJRIONT  IOINO,,

{La,q (1)

i% (SéTBCT Lial®y) (4fRCC,-

v .| Decode Decode
Y = /GrgHY e +ng, (8) ‘Phase II: STBC,-IRCC, Decoder |
Whereyd = [yd 1- ,yd Nd] andy [yd 1 ]T are bothNg-  Fig. 3. The three-stage iterative decoder of the Irreguiatrbuted Hybrid

element vectors of the signals recelved durl?lgase | and Phase Concatenated Space-Time (Ir-DHC-ST) code.

Il at the destination nodedy € CNe*™ and HYj € CM*™ are the  The novel three-stage iterative decoder structure of tHRHE-
corresponding channel matrices, the entries of which ategendent ST scheme is illustrated in Fig. 3. At the destination node t
and identically complex Gaussian distributed with a zeramend  signals received durinBhase | are first decoded by the amalgamé&ted
a variance of 0.5 per dimension. Finalty, = [c;1,...,Crn,]7 IS @n  “STBC,-URC” decoder in order to produce tha priori Log-
N;-element vector of the signals transmitted from the relayenand [ jkelihood Ratio (LLR) valued. 1 4(c1) of the coded bits; by the
Na = [Ng1,---,NaN,]" IS an Ng-element AWGN vector with each Maximum Aposteriori Probability (MAP) algorithm [20]. THRCCs
element having a zero mean and a variancél@f2 per dimension. decoder seen at the top right of Fig. 3 processes the inf@mat
forwarded by the “STBGURGC" decoder in conjunction with tha

I1l.  RREGULARDISTRIBUTED HYBRID CONCATENATED priori LLR valuesLj a(up) of the information bitsu; gleaned by the
SPACE-TIME CODES “STBC,-IRCGC" relay-decoder in order to generate tagosteriori
A. Ir-DHC-ST Encoder LLR valuesLy p(ur) andLy p(cy) of the information bitsu; and of

the coded bitgy, respectively. As seen in Fig. 3, tlzepriori LLRs
Lia(cy) are subtracted from the posteriori LLR values Ly p(cy)
and then they are fed back to the “STBORCS” decoder as the
a priori information Ly 4(up) through the interleavers. We term
th|s information-exchange process seen in the top traceigf F

At the source node of the proposed two-hop relay-aided m&two
we use Alamouti’s STBC [18], which is amalgamated with a rewe
Unity-Rate Code (URG)as the inner code, while an IRCC [13], [14]
with an average code rate Bf is employed as the outer code for the

1URCs were proposed by Divsalar al. [19] for the sake of extending the
overall system’s impulse response to an infinite duratiohickv efficiently 2The terminology “amalgamated” is used here to indicate #tdpough it
spreads the extrinsic information, hence improves theesahle iterative might have some benefits to exchange extrinsic informatietwéen these
detection gain. two blocks, no iterations were used between them.



as the “inner” iteratiod. Similarly, during the “outer” iterations, the loss and short-term uncorrelated flat Rayleigh fading i®mieined
a priori LLR valuesLja(up) fed into the IRCG decoder are also by the Probability Density Function (PDF) of the noise, giat):
subtracted from tha posteriori LLR valuesL p(uy) for the sake of

generating the extrinsic LLR valuds ¢(u;) as seen at the top right o (ylcm = 1 exp<_|Y!j - GsdH!jC'snF) 12
corner of Fig. 3. Theib.1 ¢(uy ) is passed to the amalgamated “STBC (TtN) VN No ’
IRCC” relay-decoder as tha priori information L 5(0q) through N o eNs | m 2

the interleaveri in conjunction with the signals received during — |\i| S 1exp( |yn,k Zt:lx/@hn.tcs,t,k\ )
Phase Il in order to compute tha posteriori LLR values Ly p(01) k=1n=1'"10 No

of the permuted information bitg; from the relay node. As seen in

Fig. 3, the extrinsic informatioh 4 ¢(0y) is generated by subtracting

the a priori information L4 4((iz) from the a posteriori information T —[IYY — /GrgHY CM|2

L4 p(01), beforeLse(ly) is fed back to the IRCEdecoder as the P (YqlC) = (1) V™ exp No , (13)
a priori informationL a(up) through the de-interleavet L. During N | N, 0o 12

the last “outer” iteration, only the LLR valuds p(u;) of the original _ ﬁ ¢ 1 eXp(Vn.k — Y21 VGrdMn & i )
information bitsu; are required, which are passed to the hard-decision Kty ™o No ’

block of Fig. 3 in order to estimate the source bits. ) )
during Phase | and Phase Il, respectively. The two-hop relay-

aided network’s capacity per symbol period evaluated fandduti's
IV. NEAR-CAPACITY SYSTEM DESIGN AND ANALYSIS G2 scheme using complex-valued -ary PSK/QAM signalling for

In order to design a near-capacity coding system for the prf@nsmission over the DCMC can be shown to be:

posed two-hop relay-aided network, we first derive the ndtso Coop-G2 1 Ls M ol e "
DCMC [9], [10] capacity formula for Alamouti's STBC scheme i Cpecmc™ = /- Lot (le)“afcM) > o P (YalCs)p(Cs)
Section IV-A. Then, the EXIT chart based joint source-agldy ol pi=s)--Pis =1
mode design will be carried out in Section IV-B. log, P (YqlCs) av,
Shta PH(Y4ICER(CY)
. 1 L M

A. Network Capacity ty s max S [ el vdiempien

We approximate the two-hop relay-aided network capacitthas sThr P(CH--PICH) =1 Yo
maximum achievable rate attained during the transmissioth® p! (Yl |cm) ay! 14
source node iPhase | and an independent transmission by the relay % zr'\]/lzl p'! (Yldl |Chyp(Ch) d (14)

node inPhase Il. In this contribution, we employ Alamouti's G2 . . . o
scheme [18] at both the source and relay nodes, wikodenvord ~Where the right hand side of Eq. (14) is maximized, when weehav

matrix is given by: p(CI) = p(C") = 1/M for me {1,...,M}. Hence, Eq. (14) can be
simplified to:
C1 Co T (9)
C = R .
©2 (*02 ] ) Coome = 7‘095/( W
Based on Egs. (7) and (8), the signal received at the ddstinadde Ls M M |
during V = 2 consecutive symbol periods Phase | and Phase |1 MV (Ls+ L) Z E |log, z exp(¥mn) ‘ Cd'| -
can be written as: ST m=L n=1
Lr o o I m
Yg = V/GsaHyCs +Na, (10) MV(LstLr) n;E {IngnZlexqwm,n) crl.(15)

and where E[A|C™] is the expectation ofA conditioned onC™ and the

YUl = \/GrgHl Cr + Na. (11) expecltlations in Eq. (15) are taken ov}, HIf andNg, while W}, ,
and W, , are given by:
respectively, whereY} = [y} ,,....y4y] € CNV and Yl =
; 7 | 2 2
Vi 1,---.yiy] € CN*V are the matrices hosting the sampled signal T —IIvGsaHg(Cs"— Cg) + Nal|* + [INg (16)
received duringPhase | andPhase |l at the destination node, while ' No
HY € CNexNs and HY} € CNexN are the corresponding quasi-staticyq
channel matrices, which are constant oVee 2 consecutive symbol Hmm  mn ) 5
periods inPhase | and Phase Il, respectively. Furthermoregs = g _ —IvGraHg (Cr'— Cr) +Na|* + |[Ng| 17)
[Cs1,.--,Csv] € NV and C; = [crq,...,Crv] € CNV represent mn No ’
Alamouti’s G2 matrices characterizing the transmissidrth® source respectively. Based on the relay-aided network's DCMC citpa
Al NaxV :

and relay nodes, whilélg = [,1,...,ngy] € C*"* represents the ¢, 15 of Eg. (15) we can evaluate the capacity by subsiiuthe

AWGN matrix incurred duringPhasel and Phasel|. corresponding Godeword matricesCs € CN¥V and C; e CN»V
When complex-valueds -ary PSK/QAM signalling is employed, qtq Egs. (16) and (17), respectively.

_qr2 ; ; ;
we have a total oM = 5/ ° possible G2codeword matrix combi- The resultant bandwidth efficiency is determined by norsiradi

nations forV = 2 co_n_secutive sympol periods_. _Based on Eas. (1Qe relay-aided network’s capacity given by Eq. (15), witsgect to
and (11), the conditional probability of receiving a sigraisted product of the bandwidtW and the signalling period:
by the matrixY, given that anM-ary G2 codeword matrix C™,

me {1,...,M}, was transmitted over the channel subjected to path = v% [bit/s/HZ | (18)

SExplicitly, at the destination node, the extrinsic infotina exchange whereWT = 1 for PSK/QAM schemes, when assuming zero Nyquist

between the amalgamated “STBORGC;" decoder and the IRCCdecoder . . .. . .
is referred to as the “inner” iteration, while that betwedme tparallel excess bandwidth. The bandwidth efficienqy,is typically plotted

amalgamated “STBEURCs-IRCCy” decoder and the amalgamated “STBC adainst the Signal-to-Noise Ratio (SNR) per bit givenHyy/No =
IRCC, " relay-decoder is referred to as the “outer” iteration. SNR/n. For simplicity, we will refer ton as the network’s capacity.



o COMCony QAW G2 coefficients;, j =1,...,17 of IRCG when a narrow-but-open EXIT-
~— CCMCs.p-4QAM-G2 tunnel emerges, which indicates the possibility of acimigwecoding
B~ CCMCg.-p-4QAM-G2 . .
50|~ DCMCo;r4QAM-G2 , , |, convergence to an infinitesimally low BER at an SNR near thayre
B NS v aided network’s capacity.

N15F 10— e
I . ;
s . /SoEXx T Decoding trajectory for Source-to-Relay link, SNR, = -1.0 dB H
= — Decoding trajectory for Source-to-Relay link, SNR; = -2.1 dB H
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Fig. 4. The network capacity of the two-hop relay-aided esysemploying — 0.4 I
Alamouti’s space-time block code when the network is coméduvithNs = 2, 4 7
N =2 andNg =4 as well ass=L;. 0.3
B. Joint Code Design for the Source-and-Relay Nodes Based on EXIT 0.2 ‘;
Charts ’
. ) )/ N2, Ni=2, =1 bit/s/Hz
For the sake of analysing the convergence behaviour of the 0.1} - i A URCG2¢ SR = -1.0 dB (Ac=0.60)
three-stage iterative decoder of the two-hop relay-aidgstem, s . hfcccG éios.'sqFfA;ozfslo?B (052

we use two EXIT charts [7], [8] to examine the evolution of the
input/output mutual information exchanges between theriramal-
gamated “STBG-URGCs" decoder and the outer IRG@ecoder at the
relay node, as well as between the parallel amalgamated CSTB

_ " “ » 4a. Fig. 5. The EXIT chart curves of the URGS2;, the IRCG with optimized
URGsIRCG" decoder and the amalgamated "STBRCG ™ de weighting coefficients [a1,...,a17] = [0, 0, O, 0, 0, 0.327442 0.186505

coder at the destination node during the consecutive i@t AS 5113412 0 0,0885527 0, 0.0781214 0.0962527 0.0114205 0.0346015

has been investigated in [11], [12], a narrow but marginalyen 0.0136955 0.0500168 and 17 IRCC subcodes for thex2 source-to-relay
EXIT-tunnel between the EXIT curves of the inner amalgamhatecommunication link where the SNRs the receive SNR at the relay node.
“STBCs-URGs” decoder and the outer IRGQlecoder at the relay  In this contribution, we consider an average code ratBsef 0.5
node indicates that a performance close to the capacity ef Hor the outer IRCG at the source node and the specific relay-
source-to-relay link could be achieved. Similarly, at thestthation aided network geometry witls = 8 and G,q = 2, which satisfies
node, a narrow-but-open EXIT-tunnel between the EXIT csroé Eq. (5). The EXIT chart of the serial concatenated IRTIRCs-

the parallel amalgamated “STBORGC:-IRCCs” decoder and the STBC; scheme of the source-to-relay link is depicted in Fig. 5,nehe
amalgamated “STBGIRCG” decoder indicates the possibility of the decoding trajectories are computed based on a framéhlerg
achieving decoding convergence to an infinitesimally low Biror 250 000 bits. The EXIT curve of the outer IREBaving optimized
Ratio (BER) at SNRs close to the relay-aided network’s ciéypac weighting coefficients; as shown in Fig. 5 was constructed using
Therefore, the joint source-and-relay mode design praeedan the curve matching algorithm of [13]. As we can see from Fig. 5
be simplified to two EXIT curve matching problems, which isa narrow but marginally open EXIT tunnel emerges for the 2
summarised as follows: source-to-relay communication link. A receive SNR of abeRitl
Step 1 Choose a specific average code r&efor the IRCG at dB is needed in order to attain a decoding convergence to an
the source node and employ the EXIT curve matching algorithinfinitesimally low BER. Due to the geometrical-gain of theusce-

of [13] to obtain the optimized weighting coefficiertgi=1,...,17 to-relay communication link, the receive SNR at the relagencan

of IRCGs, where a narrow but marginally open EXIT-tunnel betweebe computed as:

the EXIT curves of the inner amalgamated “STBARCs" decoder

and the outer IRCEdecoder emerges at the relay node. This implies SNR = SNR + 10log;((Gg)[dB] , 19)

that a near-capacity performance may be achieved for thesoo- where SNR is the transmit SNR at the source node. Hence, the
relay communication link. minimum SNR at the source node required for the sake of obtaining
Step 2 Fix the optimized weighting coefficientsj,i = 1,...,17 a near error-free performance at the relay node is -11.1 dB- F
of the IRCG obtained inStep 1 at the source node, performthermore, we assume that both the source and relay nodesnitan
iterative decoding by exchanging extrinsic informatiortween the their signals using the same transmit energy, hence the sansmit
amalgamated “STBEURGCS" decoder and the IRC{ecoder during SNR. In order to avoid the potentially high computationaingbexity
Phase | at the destination node, until the further increase of tleaarat the relay node, a wider-than-necessary EXIT tunnel iateckin

Ag under the EXIT curve of the amalgamated “STBURCs-IRCCs”  the EXIT chart of Fig. 5 at the receive SNR of -1.0 dB at theyela
decoder becomes marginal, then stop this “inner” iteratieoding node, which corresponds to a transmit SNR of -10 dB based on
process. Eqg. (19) at both the source and relay nodes. As clearly sednein
Step 3 Assume perfectly error-free DF relaying at the relay nodEXIT chart of Fig. 6 at the destination node, after 5 “innggrations

in the second EXIT chart analysis used for designing theHEB between the IRCEdecoder and the amalgamated “STBIRCS”

ST coding system. Use the same EXIT curve matching algorithdecoder, the increase of the avgaunder the amalgamated “STBC

of [13] to match the SNR-dependent EXIT curve of the amalgatha URCs-IRCC” decoder becomes marginal. Hence, we fix the number
“STBC;-IRCC;” decoder to the target EXIT curve of the amalgaof “inner” iterations tolid =4 at the destination node. Following
mated “STBG-URGCs-IRCCs" decoder observed irstep 2 Obtain the design procedure above, we obtain the resultant matdEdT

the maximized average code ra® and the optimized weighting curve for the Ir-DHC-ST coding scheme in Fig. 6, where the GRC
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Fig. 6. The EXIT chart curves for the IRGERRCs-G2s with various
“inner” iterations, the IRC&G2 with IRCC, having optimized weight-
ing coefficients[By,...,B17] = [0, 0, 0, 0, 0.233115 0.0158742 0.292084
0.220065 0.0151108 0, 0, O, O, 0, O, 0, 0.22375 and 17 SNR-dependent
IRCC;-G2 subcodes. The subscript of IRE@enotes the number of “inner”
iterations between the IRGCand “G2-URCS" decoders and the SNR
represents the transmit SNR at both the source and relaysnode

has a maximized average code rateRpf= 0.5 and the optimized
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Fig. 7. BER versus transmit SNR performance of both perfedtimperfect
relaying Ir-DHC-ST and non-cooperative IRCC-URC-G2 schsrfor a frame
length of 250 000 bits, where the cooperative network is goméid with
Ns =2, N, =2 andNgq = 4 and the non-cooperative system is equipped with
two transmit antennas and four receive antennas.

As seen in Fig. 7, the Ir-DHC-ST coding scheme outperforms
the non-cooperative IRCC-URC-STBC scheme by approximddl
dB in terms of the required transmit SNR. Since there is aofact
ﬁ = 0.5 multiplexing loss in the half-duplex scenario, this SNR
gain corresponds to a 3 dB lower value of 2.1 dB in termEgfiNo.
On the other hand, the performance of the perfect relayidedalr-
DHC-ST scheme matches the EXIT chart predictions of Fig.lGlev
the imperfect relaying-aided Ir-DHC-ST coding scheme qenk
similarly to the perfect relaying scheme. This is due to thet that

the source information is detected without errors after féicsently

weighFing .coefficientsBj are also summarized in Fig. 6. It is glearlyhigh number of decoding iterations at the relay node. Fumibee,
seen in Fig. 6 that a narrow-but-open EXIT-tunnel emergesiclv it js clearly shown in Fig. 7 that the I-DHC-ST coding scheine
indicates the possibility of achieving decoding convemgemo an capaple of performing withir(—10.0 + 3.0) — (—7.9) = 0.9 dB of

infinitesimally low BER at near-network-capacity SNRs foetir- corresponding relay-aided network’s DCMC capacityeims of
DHC-ST coding scheme. This prediction is verified in Fig. 6 bEb/NO-

plotting the corresponding Monte-Carlo simulation-rethtdlecoding
trajectory, which indeed reaches the (1.0,1.0) point of BM¥T VI. CONCLUSIONS
chart. On the other hand, since the IRCCs at the source aay rel
nodes have the same code rate of 0.5, we Have L;. Hence the
effective network throughput iﬁRslogﬂ = 0.5 bit/s/Hz when
4QAM modulation is employed. According to Eq. (15), we deriv
the corresponding relay-aided network’'s DCMC capacityveuior
the two-hop cooperative network in Fig. 4, where the netgork
capacity curve of the unrestricted Continuous-input Gurdgis-
output Memoryless Channel (CCMC) [9], [10] is also depicfed
comparison.

In this contribution, we have proposed an Irregular Distieiol
Hybrid Concatenated Space-Time (Ir-DHC-ST) coding schéane
near-capacity cooperative communications. We derivedDiG&1C
capacity formula of Alamouti's STBC scheme for the two-hefay-
aided network. The simulation results show that our jointree-
and-relay mode design based on EXIT chart analysis is capafbl
near-capacity cooperative communications.
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