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Abstract— In this contribution, we propose a Distributed Concatenated
Irregular Convolutional Coded Unity Rate Coded and Space Time Trellis
Coded (DC-IrCC-URC-STTC) scheme for cooperative communications
employing multiple single-antenna relays. Each coding arrangement is
designed for efficient decoding convergence by employing non-binary
Extrinsic Information Transfer (EXIT) charts. The source node transmits
two-stage IrCC-URC encoded symbols to two relays during the first
transmission period. Then each relay performs two-stage URC-IrCC
decoding and re-encodes the information bits using the three-stage
concatenated coding scheme IrCC-URC-STTC. However, only the signals
of one predefined STTC output are transmitted from each relay to
the destination node during the second transmission period. At the
destination, the received signals are treated as if they arrived from one
transmitter employing STTC using two co-located transmit antennas. The
simulation results show that the Monte-Carlo based performance of the
DC-IrCC-URC-STTC scheme exactly matches the EXIT-chart analysis.
It also performs closely to its idealised counterpart that assumes perfect
decoding at the relays when an EXIT-chart based optimal algorithm is
applied for selecting relays.

I. INTRODUCTION

The ultimate aim of designing a wireless communication system
is to provide reliable high data rate links. Multi-Input Multi-Output
(MIMO) systems provide a linearly increasing capacity as a function
of the transmit power, provided the extra power is assigned to
additional antennas [1]. Space Time Trellis Codes (STTCs) [2] and
Space Time Block Codes (STBCs) [3], which are joint coding and
transmit-receive diversity aided MIMO systems, constitute efficient
techniques of communicating over fading channels [4]. However,
it is impractical to allocate multiple antennas to a shirt-pocket-
sized mobile unit. Cooperative communication systems, which have
recently attracted substantial research efforts [5]–[9], are capable of
creating a Virtual MIMO (VMIMO) from multiple single-antenna
relays. Depending on the type of the relays, the set of algorithms
developed for cooperative communication can be categorised into
two main groups, namely Amplify-and-Forward (AF) as well as
Decode-and-Forward (DF) techniques [5]–[9]. Extrinsic Information
Transfer (EXIT) charts have been introduced as an effective tool for
analysing the convergence properties of iterative decoding aided con-
catenated coding schemes [10]. As an advantage, this can be achieved
without performing time-consuming Monte-Carlo simulations. EXIT
charts can be used for finding powerful codes exhibiting guaranteed
convergence for a given channel condition [11]. Specifically, near-
capacity codes have been successfully designed by applying an EXIT-
chart-based technique in [12]–[14].

Tuchler and Hagenauer [12], [15] proposed the employment of IR-
regular Convolutional Codes (IRCCs) in serial concatenated schemes,
which are constituted by a family of convolutional codes having
different rates, in order to design a near-capacity system. They
were specifically designed with the aid of EXIT charts to improve
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the convergence behaviour of iteratively decoded systems. Each
component code of the IRCCs encodes an appropriately selected
fraction of the input bit stream. The appropriate fractions may be
selected with the aid of EXIT-chart analysis in order to shape the
inverted EXIT curve of the composite IrCC for ensuring that it
matches the EXIT curve of the so-called inner decoder constituted
by the detector. In this manner, an open EXIT-chart tunnel can be
created at low Signal to Noise Ratio (SNR) values, which implies
approaching the channel’s capacity bound [16].

As a further advance, it was shown in [17], [18] that a recursive
Unity-Rate Code (URC) should be employed as an intermediate code
in order to improve the attainable decoding convergence. A URC can
be used as a precoder for creating an inner code component having
Infinite Impulse Response (IIR) in order to reach the (1,1) point in
the EXIT chart and hence to achieve an infinitesimally low Bit Error
Ratio (BER) [14].

In a nutshell, a near-capacity three stage IrCC-URC-STBC scheme
was designed in [11], which requires multiple antennas at both
transmitter and receiver sides. We note, however that STTCs are
capable of attaining coding gain in addition to their spatial diversity
gain, while the STBCs of [11] can only achieve a spatial diversity
gain [19] but no coding gain. Against this background, the novel
contribution of this paper is that we amalgamate the ideas of
distributed space time coding [7], [9] and near-capacity channel
coding with the cooperative DF approach employing multiple single-
antenna relays and use our IrCC-URC-STTC coding arrangement
to design a near-capacity coding scheme for single-antenna aided
cooperative relaying systems. In other words, our objective is to
design a near-capacity coding scheme for optimising the overall
system and to devise the algorithms for finding relays for cooperation
in the most appropriate locations in order to provide the best possible
performance.

All in all a distributed coding scheme based on the IrCC-URC-
STTC arrangement can be employed for the sake of approaching
the Discrete-input Continuous-output Memoryless Channel (DCMC)
capacity of the single-antenna relay cooperative systems. The rest
of the paper is structured as follows. Our system model is outlined
in Section II. Details of the coding scheme and its coding/decoding
processes are illustrated in Section III. The design aspects of eval-
uating relay channel’s capacity, formulating near-capacity coding
arrangements with the EXIT-chart aided method and choosing the
appropriate relays using EXIT-chart based analyses are presented in
Section IV. Our results are discussed in Section V, leading to our
conclusions in the last section.

II. SYSTEM MODEL

We consider the system depicted in Fig. 1, where the source
node (s), the two relay nodes (r) and the destination node (d) use
a single antenna to transmit and receive signals. During the first
transmission period, the s node transmits its coded frame to the r
nodes. Then, after decoding and re-encoding the signals received from
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Fig. 1. Distributed system model

the s node, the r nodes transmit the resultant coded frame to the d
node during the second transmission period. At the destination, the
signals received from the two single-antenna relays are combined,
detected and decoded to recover the information transmitted from
the s node.

According to [5], [20], the power-gain (or geometrical gain), gsr

expressed as a ratio or Gsr(dB), experienced by the source-to-relay
link with respect to the source-to-destination link as a benefit of its
reduced distance and path loss, can be computed as:

gsr =
(

dsd

dsr

)2

. (1)

Similarly, the relay-to-destination link power-gain, grd expressed as
a ratio or Grd(dB), with respect to the source-to-destination link can
be formulated as:

grd =
(

dsd

drd

)2

. (2)

Naturally, the power-gain at the source-to-destination link with re-
spect to itself is unity, i.e. gsd = 1. Stipulating another assumption,
namely that we have dsd = dsr + drd = d, and substituting it into
(1) and (2), we accordingly infer that

grd =
gsr(√

gsr − 1
)2

. (3)

Let us define SNRt as the ratio of the power transmitted from the
transmitter to the noise power encountered at the receiver. Following
the approach in [5], [20], where the noise power, N0, is assumed to
be constant, then we have SNRt(source) = SNRt(relay) = SNRt,
when the transmit power at the source equals that at the relays.
Furthermore, we define SNRr as the ratio of the received power
to the noise power at the receiver as SNRr = G + SNRt, where
G(dB) is the power gain at the link. Accordingly, we obtain the
corresponding equation as follows:

SNRr(relay) − Gsr = SNRr(dest.) − Grd, (4)

where SNRr(relay) and SNRr(dest.) are the receiver’s SNRs at the
relays and the destination, respectively.

Assuming that i ∈ {1, ..., Mr} and Mr is the number of relay
nodes, while k ∈ {1, ..., Ns} and Ns is the number of symbols per
frame transmitted from the s node, the kth received signal at the ith
r node during the first transmission period can be formulated as:

yri,k =
√

gsrihsri,kxk + nri,k , (5)

where hsri,k is the complex-valued Rayleigh fading coefficient
between the s node and the ith r node at instant k, while nri,k is
the corresponding Additive White Gaussian Noise (AWGN) process
having a variance of N0/2 per dimension. More explicitly, the lth
received symbol at the d node during the second transmission period
can be expressed as:

yd,l =
√

gr1dhr1d,lxr1,l +
√

gr2dhr2d,lxr2,l + nd,l , (6)

where l ∈ {1, ..., Nr}; Nr is the number of symbols per frame
transmitted from the r node; hrid,l is the complex-valued Rayleigh
fading coefficient between the ith r node and the d node at instant
l; nd,l is the AWGN having a variance of N0/2 per dimension.

III. ENCODER AND DECODER

In our Distributed Concatenated IrCC-URC-STTC (DC-IrCC-
URC-STTC) coding scheme depicted in Fig. 2, we use a 8PSK-
modulated two-stage IrCC-URC encoder at the s node. By contrast, at
both the r nodes and d node, the three-stage IrCC-URC-STTC coding
scheme using QPSK modulation is employed. Note that only the
signals of one predefined STTC output at single-antenna r nodes are
transmitted. Thus, the signals received at the d node are a combination
of the signals received from two relays during the second transmission
period. Then the signals received are treated as if they arrived from
one relay transmitter equipped with two co-located transmit antennas.

Following Fig. 2, the information bit sequence u is encoded by
the IrCC encoder at the s node to produce the coded sequence c,
before passing c through the interleaver. The interleaved bit sequence
is encoded by the URC encoder and then modulated using 8PSK
in order to form the transmitted symbol sequence x. The signals
yr1 and yr2 received at both relays are iteratively decoded by the
IrCC-URC decoders of Fig. 2 in order to estimate the original
information bit sequences, u1 and u2, at r node 1 and 2, respectively.
Then u1 and u2 are passed through the IrCC-URC-STTC encoding
process with two interleavers between the IrCC-URC and URC-
STTC arrangements. QPSK modulation later is employed. Note that
the sequences xr1 and xr2 transmitted by each of the relays are
created by choosing one predefined output of the two-antenna 4-state
STTC encoder of [2]. The sequence yd received at the d node is
then subjected to the inverse process: yd is demodulated, and finally
the resultant sequence is decoded by two iterative decoders, namely
by the URC-STTC decoder and the IrCC-[amalgamated-URC-STTC]
decoder. The decoded information bit sequence u′ is compared with
the original one to evaluate the BER.

The URC, IrCC and STTC component codes have the code rates of
1.0, 0.5, and 1.0, respectively. Thus, the code rates of the concatenated
coding arrangements, namely of the IrCC-URC and IrCC-URC-STTC
can be obtained according to RIrCC−URC = RIrCC ×RURC = 0.5
and RIrCC−URC−STTC = RIrCC×RURC×RSTTC = 0.5, respec-
tively. The overall throughput of the proposed two-hop cooperative
system can be calculated according to :

η =
Ni

Ns + Nr
[bps] , (7)

where Ni is the number of information bits transmitted within a
duration of (Ns + Nr) symbol periods. Since 8PSK is used for the
source-relay transmission while QPSK is used for relay-destination
transmission, we have Ns = Ni/ (RIrCC−URC × log2 (8)) = Ni ×
2/3 and Nr = Ni/ (RIrCC−URC−STTC × log2 (4)) = Ni. From
(7), we have η = 0.6 [bps]. Accordingly, the SNR per bit is given
by Eb/N0 = SNR/η.

IV. DESIGN AND ANALYSIS

In this section, we first derive the relay channels’ DCMC capacity
for the DC-IrCC-URC-STTC scheme in Section IV-A. We then
use the EXIT-chart aided method to design near-capacity coding
arrangements for each transmission link of the DC-IrCC-URC-STTC
system in Section IV-B. The results of our EXIT-chart based design
are discussed in Section IV-C.
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Fig. 2. The block diagram of the distributed concatenated IrCC-URC-STTC coding scheme

A. Relay channel capacity

According to [8], the achievable capacity of a full duplex re-
lay aided Continuous-input Continuous-output Memoryless Channel
(CCMC) can be calculated as follows:

Crelay
CCMC ≥ max

p(X1,X2)
min{I(X1; Y2|X2), I(X1, X2; Y3)}, (8)

where X1,X2,Y2 and Y3 are the signals transmitted from the s node
and r node, as well as the signals received at the r node and the d
node, respectively. Furthermore, p (X1, X2) is the joint probability
of signals transmitted from the s and r nodes. Applying the above
general formulas to our half duplex DCMC system, assuming that
the source-destination link is not available, while a pair of relays is
viewed as a single equivalent relay having two transmit antennas, we
can formulate the relay channel’s achievable capacity as:

Crelay
DCMC ≥ max

p(X,Xr)
min{ Ns

Ns + Nr
× E[I(X; Yr)] ,

Nr

Ns + Nr
× E[I(Xr; Yd)]}, (9)

where X = [x1, x2, ..., xNs ] represents the signals transmit-
ted from the s node with xk formulated in (5), while Xr =
[xr1,1, xr2,1, ..., xr1,Nr , xr2,Nr ] are the signals transmitted from the
equivalent twin-antenna relay node with xri,l formulated in (6). Fur-
thermore, Yr = Yri = [yri,1, ..., yri,Ns ] and Yd = [yd,1, ..., yd,Nr ]
are the signals received at the equivalent relay node and the d node
with yri,k and yd,l calculated from (5) and (6), respectively.

B. EXIT chart matching design

We simplify the code design of the entire coding scheme by
decomposing it into two separate EXIT curve matching scenarios:
the first one, which is used for the source-relay link, is the IrCC
outer code and the amalgamated URC-8PSK inner code; the second
one, which is employed for the relay-destination link, is the IrCC
outer code and the amalgamated URC-STTC-QPSK inner code.

In order to increase the achievable channel capacity of the al-
magamated URC-STTC-QPSK inner code and to approach that of
the STTC-QPSK system, an iterative decoding process exchanging
extrinsic information between the URC and STTC decoders should
be implemented [21]. The simulation results seen in Fig. 3 show that
once at least I = 3 iterations were applied, the achievable chan-
nel capacities of the STTC-QPSK and URC-STTC-QPSK systems
coincided.

The EXIT chart matching procedure is briefly summarised as
follows:

Step1: Create the inner decoders’ EXIT charts, namely that of
the URC-8PSK arrangement for the source-relay link and that of the
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URC-STTC-QPSK scheme for the relay-destination link, for different
receiver Signal to Noise Ratios SNRr .

Step2: Fix the IrCC code rate to 0.5 and employ the EXIT curve
matching algorithm of [12] to generate the optimised weighting
coefficients αj , j = 1, ..., 17, of the 17 component IrCC codes
corresponding to the smallest SNRr that allows decoding conver-
gence, where the decoding trajectory reaches the top-right corner
of the corresponding EXIT charts. This implies that a near-capacity
performance can be achieved.

Having implemented the steps mentioned above, we obtain the
EXIT curves and the corresponding weighting coefficients αj , j =
1, ..., 17, for both scenarios, as shown in Fig. 4 and Fig. 5, re-
spectively. The EXIT-chart results show that if having J = 24
iterations were affordable, the trajectories would reach the (1, 1)
point. Furthermore, the area property of EXIT-charts [13], [16] states
that the area under the EXIT curve of an inner decoder component
is approximately equal to the attainable channel capacity, provided
that the channels’ input symbols are equiprobable. By exploiting
the area property of the EXIT-charts [13], [16], the achievable
DCMC capacities of the STTC-QPSK, URC-STTC-QPSK, IrCC-
URC-STTC-QPSK, URC-8PSK, IrCC-URC-8PSK systems are quan-
tified in Fig. 3. As seen from Fig. 3, Fig. 4 and Fig. 5, the IrCC-
URC-STTC-QPSK and IrCC-URC-8PSK scheme’s capacity curves
are only about (2.3 − 1.6) = 0.7dB and (6.0 − 5.0) = 1.0dB
away from the STTC-based and URC-based DCMC capacity curves,
respectively.
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C. Choosing Relays

In order to allow our coding scheme to provide the best possible
performance, two appropriate relays should be utilised. Without any
loss of generality, we can assume that a sufficiently high number of
relays are roaming between the source and destination. We consider
two approaches in order to choose the activated ones from the set
of available relays1. The first approach is straightforward, while our
novel proposition is based on ensuring that the appropriately shaped
EXIT tunnel remains open:

1We can either choose two relays at an appropriate position or equivalently
choose two relays at an arbitrary position, provided that appropriately con-
trolled transmit powers are used at the source node and the two relay nodes.
Two manners have the same influence on the system. For straightforwardness
we follow the former.

1) We can simply pick two arbitrary relays that are about half-way
between the s node and the d node.

2) The EXIT-chart based approach is that of choosing the optimal
relays, which are those that facilitate the simulation creation of
an open EXIT tunnel in Fig. 4 and Fig. 5, leading to the (1,1)
point at sufficiently high SNRr values at both the r nodes and
d node, provided that the SNRt value is also sufficiently high.
Denoting the difference between the two convergent points of
two concatenated coding arrangements, namely those of the
IrCC-URC and the IrCC-URC-STTC arrangements as A(dB)
or a in terms of their ratio and using (4), we have :

A = SNRr(relay) − SNRr(dest.) = Gsr − Grd . (10)

Combining (10), (1), (2) and (3), we arrive at the optimal relay-
position conditions as follows:

dsr =
d(

1 +
√

a
) , drd =

d ×
√

a(
1 +

√
a
) ,

gsr =
(
1 +

√
a
)2

, grd =

(
1 +

√
a
)2

a
. (11)

The two EXIT charts of Fig. 4 and Fig. 5 provide A = 3.7 dB.
We then evaluate the path gains from (11), yielding gsr = 6.41
and grd = 2.73 while the corresponding distances, dsr and drd,
are evaluated from (1) and (2), which become 0.39d and 0.61d,
respectively.

V. SIMULATION RESULTS AND DISCUSSIONS

In this section, we characterise the achievable BER versus Eb/N0

performance corresponding to the two different relay-selection ap-
proaches in order to verify the results of our EXIT-chart aided design
in Section IV. Although perfect relaying is not required for the
success of our coding scheme, we produce benchmark results for
the perfect-relaying scenario, where no errors are imposed by the
source-relay link, in order to specify the achievable upper bound
performance.

-2.5 -2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5
Eb/N0 (dB)

10-6

10-5

10-4

10-3

10-2

10-1

1

B
E

R

. . . .

.

R
el

ay
C

ha
nn

el
C

ap
ac

ity

N
on

-R
el

ay
C

ha
nn

el
C

ap
ac

ityHalfway position:
gsr = 4.0,
grd = 4.0,
dsr = 0.5d,
drd = 0.5d

No Relay. Perfect, halfway
Practical, halfway

Fig. 6. BER performance, when the r nodes are located half-way between
the s node and the d node

As shown in Fig. 6, once utilising the relays at the half-way po-
sition, a 2.0 dB Eb/N0 improvement is achieved, when we compare
the Eb/N0 values at the BER of 10−5 between two scenarios, namely
with and without the relays, which have Eb/N0 values of 2.2 dB and
4.2 dB, respectively. Note in Fig. 6 that the idealistic perfect relay
scheme is operating beyond the actual relay channel capacity. As seen
in Fig. 7, selecting the relays around the optimal position defined by
(11) can provide a 4.0 dB Eb/N0 improvement at a BER of 10−5

in comparison to the scenario of no relaying, which is 2.0 dB better
than that of relaying having the relays at the mid-way position. As
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seen in Fig. 6, the performance of the practical relay scheme is about
3.6 dB from that of the idealised perfect relay scheme, which is due
to the effects of error propagation imposed by the relay nodes. More
explicitly, the SNRr(relay) is too low to achieve a sufficiently low
BER, although the SNRr(dest.) is sufficiently high to attain a low
BER, when the relay nodes are located half-way between the source
and destination nodes. The optimal relay selection method aims to
solve this problem by activating relays close to the optimal locations
so that the system may reach the SNRr(relay) and SNRr(dest.)

values required for simultaneously achieving a low BER at both the
relay and destination nodes. The optimal relay nodes in the scheme
considered are located at positions closer to the source node in order
to achieve gsr = 6.41 and grd = 2.73 according to (11). The
optimal relay-aided performance seen in Fig.7 shows that the practical
relaying scheme is now capable of operating a mere 0.2 dB away from
the corresponding perfect relaying scheme.

Note that the performance gain of selecting relays at the optimum
location, as opposed to using relays at the half-way location, will be
either higher or lower when we have either a higher or a lower value
for A, which quantifies the difference between the two convergence
SNRr values given by (10). Fig. 6 and Fig. 7 also show that our
coding scheme is capable of operating 1.1 dB and 1.1 dB away from
the relay channel’s capacity corresponding to the cases of mid-way
relaying and optimal relaying, respectively. Note that relay channel’s
capacity, when employing the relays near the optimal position defined
by (11), is always better than that of the relays near the mid-
way position. (9) also suggests that there should be another optimal
position for maximising the relay channel’s capacity. However, our
optimal condition defined in (11) always provide the best possible
performance for our coding scheme regardless of the optimal position
for maximising the relay channel’s capacity.
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Fig. 7. BER performance, when selecting the r nodes at the optimal position.

VI. CONCLUSIONS

In this contribution, we have proposed a DC-IrCC-URC-STTC
scheme for single-antenna based cooperative relaying. We formu-
lated the associated near-capacity design principles relying on EXIT
charts for arbitrary three-stage concatenated cooperative systems. In
addition to that, in order to ensure our near-capacity coding scheme
that it provides the best possible performance, we formulated and
investigated an EXIT-chart based optimal condition for selecting the
relays by ensuring that they are capable of maintaining an open
EXIT chart tunnel. The simulation results verified the EXIT-chart
aided code design and demonstrated that the DC-IrCC-URC-STTC
scheme outperforms the non-cooperative IrCC-URC coding scheme
by about 4.0 dB at a BER of 10−5. The optimal relay scheme also
mitigated the problem of potential error propagation often imposed

by the relays, which was achieved by selecting relay nodes near the
optimal locations for ensuring that the received SNR value required
at the relay and destination nodes can be maintained simultaneously.
The optimal relaying provided a 2.0 dB improvement in comparison
to the case of mid-way relaying.
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