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Abstract—In  this contribution, we derive the Discrete-input
Continuous-output Memoryless Channel (DCMC) capacity of he non-
regenerative Multiple-Input Multiple-Output (MIMO) rela y channel,
when the source-to-destination link is inferior and hence ansidered
absent. We design near-capacity Forward Error Correction FEC) codes
for approaching this capacity limit. It is shown that our design is capable
of approaching the DCMC capacity within 0.4 dB, when commungating
over uncorrelated Raleigh fading channels, where the souecnode, relay
node and destination node are equipped with two antennas eac

Index Terms— Cooperative Communications, MIMO, non-regenerative
relay, Amplify-and-Forward, near-capacity codes, channkcapacity.

. INTRODUCTION

not been quantified.

Against this background, in this contribution we first deriv
the modulation-dependent DCMC capacity formula for the -non
regenerative MIMO-aided relay system when the direct SR I
absent, because the corresponding optimum non-regemekéliviO-
aided relay matrix has been found in [7]. Furthermore, thie ro
of the relay becomes significantly more important when ttreati
SD link is weak or absent. Then, we design near-capacity &atw
Error Correction (FEC) codes to approach this limit. Theposed
coded cooperative communication scheme is capable of iregltiee
transmit power, hence increasing the attainable energgiesftly. It
can also assists in increasing the coverage area of a baies $ta
improving the cell-edge performance. On one hand, the gmpat

In cooperative communications [1]-{3] each mobile unit mayt multiple antennas at the RN increases the overall througbf

collaborate with a partner or even several partners for the of
reliably transmitting its own information and that of itsrpeers.

the system. On the other hand, the employment of powerfuihgod
and modulation schemes enhance the system’s resiliendeatmel

More specifically, a Source Node (SN) can transmit its sigoal fading. We aim for jointly designing the coding, modulatiamd

a Destinat_ion Node (DN) via a R_el_ay Node (RN). Furthermote, L, i antenna based cooperative nodes for achieving areased
can also increase the energy-efficiency of the system duéeo {hroughput integrity and energy efficiency.

reduced path-loss experienced at the cooperative RN. Heaoper-
ative systems exhibit an increased capacity, transmissbability

and energy efficiency. Due to the high capacity potential faf t

Multiple-Input Multiple-Output (MIMO) channels [4], [5]MIMO-
aided relaying technigues have been intensively invastiihd6]—
[8]. More specifically, a Decode-and-Forward (DF) basedeneg-
ative MIMO-aided relay was considered in [6], while its Arfyl
and-Forward (AF) based non-regenerative counterpart waigiced
in [7]. The non-regenerative MIMO-aided relay system ekhila
lower complexity as well as a higher information-securify, [since
the source signals are not regenerated at the relay. Thenapti
non-regenerative MIMO-aided relay matrix, which disretgt the
direct Source-to-Destination (SD) link, has been designed] for
maximizing the achievable system capacity. However, thémomn
non-regenerative MIMO-aided relay matrix is still unknovior the
scenario when the direct SD link is available. Furthermdhe

Il. SYSTEM MODEL

X - X, o
@ GST &RB Grd @
ds’r drd
Fig. 1. Schematic of a two-hop relay-aided system, whg&rg and G,

denote the geographical distance and the geometrical gespectively,
between node and nodeb.

The schematic of our two-hop relay-aided system is shown in
Fig. 1, where the SNS) transmits a frame of coded and modulated
symbols {x} to the RN ) during the first transmission period.
Then, the RN amplifies and forwards the received signalsedXN

optimum coding and modulation schemes at the SN in the preseqp) in the form of {x, } during the second transmission period. The

of a non-regenerative MIMO-aided relay is also an open
problem [7]. Moreover, although the corresponding Cordiras
input Continuous-output Memoryless Channel (CCMC) caparas
derived in [7], the more practical modulation-dependenscibate-
input Continuous-output Memoryless Channel (DCMC) capatas
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reSea communication links seen in Fig. 1 are subject to both lagat

path loss as well as to short-term uncorrelated Rayleigmd@adVe
consider a free-space path loss model where the geomejeaal
experienced by the Source-to-Relay (SR) link as well as thiayR
to-Destination (RD) link with respect to the SD link can benguted

as [3]:
2 2
Gs'r = <§Sd) and GTd - <3Sd) ) (1)
ST rd

respectively, wherel,;, denotes the geographical distance between
nodesa andb. Without loss of generality, we assume that the RN is
located at the mid-point between the SN and the DN, where we ha

Gsr = Grd =4.
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We assume that the SN, RN and DN are equipped witimtennas. whereU; andV, are unitary matrices, whild, Az, 31 = AlAI
The (L x 1)-element signal vector received at the RN during the firsind 3> = AJA, are diagonal matrices. It was shown in [7] that

transmission period can be written as: the optimum non-regenerative MIMO-aided relaying matrixthe
absence of the SD link is given by:
Yo = VG Ha x 41, | @ wen

_ T
wherex is the ([ x 1)-element signal vector transmitted from the SN, F=V:ArU;, 12)

H,, is the (L x L)-element MIMO Rayleigh fading channel matrixyhere A - is a diagonal matrix. Hence, the signal vector received at
between the SN and the RN, while. ~ CN(0,2071.) is the zero- he DN given in Eq. (3) can be rewritten as:

mean { x 1)-element AWGN vector having a covariance matrix of

2021, Similarly, the ¢ x 1)-element signal vector received at the y = H:FHix+H>Fn, +n4 (13)
DN during the second transmission period may be written as: = UQAQAFAlvix + UQAQAFUIHT +ng. (14)
¥y = VGri Hea Xr + 104 , ®)  The relay matrix derived in [7] is optimum for the case, where

wherex, is the (L x 1)-element signal vector transmitted from theSN does not know the channel matrices, but both the RN and the

RN, H,, is the L x L)-element MIMO Rayleigh fading channel DN have accurate knowledge of the channel matriasand H..

matrix between the RN and the DN, white; ~ CA/(0,2021}) is We found that the optimum relay matrix maximizing the CCMC

the zero-mean( x 1)-element AWGN vector having a covariancecapacity also maximizes the DCMC capacity in the low-SNRaeg

matrix of 20217, As shown in Fig. 2, the CCMC and DCMC capacities are identical
The transmit powers of the SN and RN are denote’aand P, when the SNR is lower than -5 dB. This is consistent with theifigs

respectively. Furthermore, we define thermalized Signal to Noise 't?] [9]h[10] \lN_heret the ddehrlvatlvle Oftthf m_t::]ual |nfortrr}[at|t(r)]|s_:m/ee?
power Ratio (SNR) at the RN and DN as: € channet Input and channet output, with respect to d/aign
channel SNR equals to the corresponding Minimum Mean-&quar

pL = P; P;‘ , (4) Error (MMSE) formula, regardless of the input signal's istiats,
207L 203 L when the SNR is low. At a capacity of 2 bits/symbol (bps), tINRS
respectively. Ifx, = [z.1 ... z..]7 is the symbol vector transmit- required for the DCMC is only.4 dB higher than that of the CCMC,

ted from the SN, the average SNR per receiver antenna at this RNvhen the optimum relaying matrix was employed by both system

and p2 =

given by: More specifically, the diagonal matriAr = diad{ fi, f2,..., fr.}
L L ) ) is related to the power allocation, which can be optimizexilar to
SNR. = Ger 2ia 2ojm1 E{lPsris " YE{|2s 57} (5) the water-filling method using the following equation [7]:
o 202 L ’
G Ps 02 1 22 i
202 LG | 6) [ o \/2ﬂk(1 o) |:\/plock +4progBrp* — pro ] (15)
where Hlhav,i;[°} = 1 and H]z.;|°} = P./L. For ease of \where we havéz]* = max(0, z), while i, and 3, are the eigenval-

analysis, we invoke the tertnansmit SNR as introduced in [2], [3], yes ofH,H] andHIH,, respectively, arranged in descending order.
which is defined as the ratio of the power transmitted from Sie The Variab|e/l* is a unique root of the fo”owing equation:
to the noise power encountered at the receiver of the RN:

1

L +
1 & 2 P g(w) => == {\/Pfai +4pragBrpt — prok — 2} —p2L . (16)
SNR, = 507 ~;E{|xs,3| } = 207 ° @) = 20
We compute the roof* using the bisection based root-finding
algorithm.

As a benchmark, we also consider the so-called ‘naive’ sehem
as introduced in [7], where the MIMO-aided relay invokes low
complexity normalization of the received signal for megtithe

The performance of the AF based MIMO-aided relaying systepower-constraint of Eq. (9). The corresponding MIMO-aidethy
can be significantly improved by jointly optimizing the tsmeivers matrix is given by:
at the SN, RN and DN. An optimal linear weighting matrix was
designed for the RN in [7] for maximizing the achievable eyst F=1I,- 92 p2L , (17)
capacity. For simplicity, let us define the equivalebtX L)-element o1\ traceI;, + p1H1H{}
channel matrix spanning from the SN to the RNHis = +/G5, H,
and that from the RN to the DN aB>; = +/G,qH,q. Then the
relayed signal can be written as:

x, = Fy, = FH:x + Fn, , (8

Without the loss of generality, we consider the scenario MNRS=
P, /20% = P, /202 in this paper.

I11. OPTIMUM RELAYING MATRIX

which does not require the knowledge Hf.

IV. DCMC’s SymBOL TRANSITION PROBABILITY

. . . . However, without the knowledge &1, at the SN it is not possible
whereF is the relaying matrix. Consequently, the power constraint - -
o . to convert the MIMO relaying channel into parallel sub-ahels.
at the RN is given by:

In our more practical scenario, where the knowledge Hbf is
20t tracgF (I, + pHiHI)} < P, (9) unavailable at the SN, we have to jointly detectialsource symbols
inx = [z ... .]" using Maximum Likelihood (ML) detection.

. i . . . t
where I, is an (L x L)-element identity matrix and.)” denotes More specifically, we can rewrite Eq. (13) as:

the hermitian transpose df.). We further define the eigenvalue
decompositions of the channel matrices as: y=Hx+Vn,+n;=Hx+n, (18)

_ . _ i . .
H, = UlAlVI ;o Ho = UsAnV, (10)  whereH = H,FH,; is the equivalent [, x L)-element MIMO relay
H.H =U,Z, Ul ; HH,=V,2,V], (11) channel, whileV = HoF andn = Vn, +n, is the equivalent noise
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vector, which has al{ x L)-element covariance matrix of:
R = 205 <

where theL noise components im are correlated becaude is a
non-diagonal matrix. It is possible to whiten the noise geet upon
dividing both sides of Eq. (18) bRR. However, we can still reliably
detect the signals even without the noise whitening processong

2
I H,FFH] + 1L> ,
2

a.

(19)

as the variance of each noise component is accurately cenhpute

More specifically, the received signal vector of Eq. (18) natgo be
represented as:

Y1 h; n1
: D x+ (20)
YL h; nr

whereh; is theith row vector of the [ x L)-element matrixH and
n; 1S theith element of the [[ x 1)-element noise vectan. It may
be readily shown that the effective noise variance for dihenoise
componentn; is given by:

No,i = 2(||vi|*0ot + 03) , (21)

wherev; is theith row vector of the [ x L)-element matriXV. Since
v; is a constant during a symbol period, each of the noise coenion
is still an AWGN process. However, eaeh has a different variance,
because we havgv;| # ||v;| for i # j andi,j € {1,...,L}.
Note furthermore thafVo ; = ||diag,{R}||, where diag{R} is the
ith diagonal element of the covariance matrix in Eq. (19),abee

the covariance of; with itself equals its variance. Finally, based

on Egs. (20) and (21), the DCMC's symbol transition probgbibf
receivingy at the DN, given thak(™ was transmitted from the SN,
may be computed by the MIMO demapper of the DN as:
2
[
exp g e

1
ﬂ'No’j

(m)) =
||

P(ylx , (22)

wherex(™ = [z{™ .. 2™ is themth combination from the set
of M* possible symbol combinations, when afi-ary PSK/QAM
modulation scheme is employed at the SN equipped Withansmit
antennas.

V. CHANNEL CAPACITY

The CCMC capacity of the non-regenerative MIMO-aided rielgy
system dispensing the SD link was derived in [7] as:

Co = 10g2 IL + lelHI — lelHIS_l , (23)
and
0_2
S = Ip+SFHHF. (24)
02

The DCMC capacity of the non-regenerative MIMO-aided rilgy
system of Eq. (18) may be derived as:

ML

max /P(y|x(m))P(x(m))~
m=1"Y

p(x)
log, <Z ) dy , (25)

whereP(y|x(™) is the DCMC's symbol transition probability given
in Eq. (22) and the right hand side of Eq. (25) is maximizedewh

Cx

P(y[x™)
Plyx™)P(x)

M
n=1

JAPAN, 6-9 MAY 2012

we haveP(x\™) = 1/M* for m € {1,..., M*}. Then, Eq. (25)
can be rewritten as:

MmE ML

1
C, =log,(M") — e Z E |log, Z exp(Vim,n)

m=1

‘ K|

n=1
where Ef(.)[x(™)] is the expectation of the functiofi(.) condi-
tioned onx{™, which is evaluated for different realizations of the

quivalent channel matriH and the equivalent noise vectar.
Furthermore, the exponential tenin,, , can be shown to be:

L

\Ilm,n = Z

i=1

th (X(m) — X(")) + n;
B No,s

2 2
+ ||
. (26)
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Fig. 2. The CCMC and 4QAM-based DCMC capacity curves of the

non-regenerative MIMO-aided relay system when commuinigabver un-
correlated Rayleigh fading channels. The geometrical syare given by
Gsr = G4 = 4 and each of the SN, RN and DN is equipped with= 2

antennas.

The CCMC and the 4QAM-based DCMC capacity curves of
the non-regenerative MIMO-aided relaying systems, whigipley
both the optimum and naive relay matrices, are shown in Fig. 2
when communicating over uncorrelated Rayleigh fading obém
The geometrical gains are given Wy,. = G,.4 = 4 and each
node is equipped witl, = 2 antennas. Similar to the conventional
MIMO channel, the DCMC capacity and the CCMC capacity curves
of the non-regenerative MIMO-aided relaying schemes amsecto
each other in the low-SNR region. Naturally, in the high-Si¢Bion,
the DCMC capacity curves will converge to the asymptoticitliof
log, (M*™) = 4 bits/symbol (bps).

As shown in Fig. 2, if a half-rate channel code is employed at
the SN, the minimum transmit SNR values required for achip\a
DCMC capacity of 2 bps are -0.7 dB and 0.7 dB for the optimum and
the naive schemes, respectively. The transmit SNR valussseitated
for attaining a CCMC capacity of 2 bps are -1.1 dB and 0.3 dB,
respectively, which are only 0.4 dB better than those ofrtb&MC
counterparts.

VI. TRANSCEIVERDESIGN

In this section we will design FEC codes to assist the non-
regenerative MIMO-aided relaying system to approach theviGC
capacity with the aid of EXtrinsic Information Transfer (BX
charts [11], [12]. We will employ symbol-based inner redues
Unity Rate Code (URC) having a generator polynomialfD) =
H#D [12] before the MIMO mapper as well as a bit-based outer
Irregular Convolutional Code (IRCC) [13], [14] at the SN. Mo
specifically, the general schematic of the non-regeneratvMO-
aided relay transceiver is depicted in Fig. 3, where the csobits
{u1} are encoded by an IRCC encoder. The IRCC-encoded bits
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We found thatl g(,.,) = 2 bps at SNR = —0.7 dB. If the URC is not

(1I)RCC URe VIO used in Fig. 3, then we havB(u2) = E(v2) and the corresponding
” o v | . normalized EXIT curve is plotted in Fig. 4, wheig,) and I,
4 i X denote the mutual information corresponding to the a ppovbabil-
Encoder | Encoder Mapper | Relay ity A(.) and extrinsic probability®(.) [12], respectively. When the
S T ) area of the whole EXIT chart is normalized to unity, the arades
" (2) URG-MIMO Demapper | the EXIT curve ofIg(,,) becomesA. = Ig(,,)/C"™ = 0.5 at
@) Aor) [T Eu)! ! SNR. = —0.7 dB, whereC™** = log,(M*) = 4 is the asymptotic
IRCC i | URC MIMO Channel DCMC capacity.
] f) Ly According to the so-called area property of the EXIT chai®][
Decoder| Z(1) A(w)l Decoder Demappe [14], it can be shown that the area under the normalized EXifVec
! of an inner decoder/demapper is related to the achievabl®©C

”””””””””””” capacity (namelyC. in Eq. (26)) according tod. = C./C**.
Fig. 3. The schematic of the non-regenerative MIMO-aidéayreansceiver. Since, we haveC. = Ig(,,) = 2 bps at SNR = —0.7 dB, we
have shown empirically that the area property also holds fiou the
of Fig. 3 are then interleaved for generating the strdan, and fed Non-regenerative MIMO relay channel. We employ a symbsktia
to the URC encodérfor yielding a coded symbol sequence denotefRC before the MIMO-sym mapper. More speuﬂcallyz\{ﬁL = 16-
as{vs}. Then the MIMO mapper will map the symbol stregamn} st?te symbol-based URC havmg a generator polynomig@F@d) =
into the MIMO symbol vectors{x} for transmission over the relay 155 [12] can transform the horizontal EXIT curve to a slanted EXI
channel. The relay’s received signal vectorof Fig. 3 is modeled Curve which becomes capable of reaching the top-right cashene
by Eq. (18). The notationsi(b) and E(b) denote thea apriori and EXIT chart, as shown in Fig. 5. We found that the area under the
extrinsic probabilities ofb, whereb € {v1,us.v2}. lterative decoding Slanteéd EXIT curve of the URC-MIMO-sym demapper equals that

between the IRCC decoder and URC decoder will be invokedeat tHnder the horizontal EXIT curve of the MIMO-sym demapperewh
DN for exchanging extrinsic probabilities af, andv;. The aim of &n A Posteriori Probability (APP) based decoder is usedheliRC

the proposed transceiver design is to ensure that iterdtieeding decoder. The mutual information between the URC’s inputibiand
convergence is achieved at the lowest possible SNR, atdseil by the extrinsic probabilityE (uz2) at the output of the URC decoder

the corresponding relay channel capacity. may be characte.rized by its EXIT curve, which is characsetiby
the transfer functiorf%,:
Tpug) = Tus [Ta(uz)» To@a) ] = Tus [Taue), Co] - (29)

" | & MIMO-sym: SNR=-0.7dB

On the other hand, the area under the inverted EXIT curve of an
outer decoder equals to its coding rdte. We consider an IRCC that
consists of P = 17 memory-four Convolutional Codes (CCs) [13],
[14], a total encoded sequence lengthMf = 240'000 bits and an
effective coding rate ofR. = 0.5. The kth subcode has a coding
rate ofr;, and it encodes a fraction af,r; N. information bits to
ar N, encoded bits. More specifically, is the kth IRCC weighting
coefficient satisfying the following constraints [13], [14

lew) r lawy —

P P
Zock=1, R*:Zakrk, ay € [0,1],Vk , (30)
k=1 k=1

which can be conveniently represented in the following mdtarm:

’ 0.0 01 02 03 04 05 06 07 08 0.9 1.0
ey — 1 1 ... 1 T 1
Iawy + lewy { :| [oél as ... Ocp] = |:R:|
Fig. 4. The EXIT curves of 17 CC decoders having a coding naten 0.1 Tz ... TP *
to 0.9, as well as the normalized EXIT curve of the MIMO-synmag@per. Ca = d. (31)

Let us consider the 4QAMN{ = 4) basedL = 2 scenario. When The transfer function of the IRCC is given by:
the number of bits pev, symbol equald,, = 4, each of the MIMO P
symbolx corresponds to one, symbol, as specified by the MIMO I =T, [I _ on Ty 5 [T 32
mapping ofx = p(v2). We term this mapper as thdlMO-sym Pl aen] =3 ok T [Tacn] (32)
mapper.The extrinsic probabilit{(v2) can then be computed as:

k=1

whereT,, k [Ta@w,)] = Ips),, IS the transfer function of théth
E(v2) = P(x]y)/P(x) = P(y|x)/P(y) = P(y|x) , (27) subcode. More explicitly, the inverted EXIT curves of the= 17
subcodes having different coding rates ranging from 0.1.€@a0e
where P(y|x) is given by Eq. (22) andP(y) is a constant that may shown in Fig. 4.
be ignored. The mutual information betweep and E(v2) can be Based on these EXIT chart properties, a near capacity
computed as [15]: concatenated-coding scheme can be designed by matchimngrtee
ML sponding inner and outer decoder EXIT curves, so that a welbd
_ L (m) (m) marginally open EXIT chart tunnel exists between them &l wa
Ig(v,) =logy(M™) —E Z E (v2 )logg (E (v2 )) . (28) © ﬂ?e (x};) 'i (1,y) point of Fig. 4, wherer — Iy, — IA(uz)y
andy = Iaw,) = Iew,) € {0,1}. In other words, once the area
INote that before the URC encoding, the input Hits;} are converted to properties are satisfied, our near-capacity code desigoniEs a

symbols, where the bit-to-symbol convertor is assumed tindide the URC CUrve-matching exercise. We employ the iterative method18f,
Encoder block of Fig. 3. [14] in order to find the optimum solution of the IRCC weighttar.

m=1
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Observe that it is not possible to match the horizontal EXiifve
of the MIMO-sym demapper shown in Fig. 4 using the 17 EXIT
curves of the IRCC subcodes depicted in Fig. 4. However, it ﬁ
possible to transform the horizontal EXIT curve to a slarnted by
employing the symbol-based URC of Fig. 3 before the MIMO-sy
mapper. More specifically, the slanted EXIT curve of theé" = 16-
state symbol-based URC succeeds in reaching the top-righiec
of the EXIT chart, as shown in Fig. 5. This slanted EXIT cuneas c
now be matched using the 17 EXIT curves of the IRCC subcod
depicted in Fig. 4.

VIII. CONCLUSIONS

We have derived the DCMC capacity of the non-regenerative
IMO-aided relaying system and found that the EXIT chartaare
rRroperties are also valid for this system. We have studiat bwe
optimum and naive relaying schemes and shown that the optimu
relay matrix designed for the CCMC model is also optimum for
the DCMC model at the low-SNR region. Then, near-capacitf FE
codes operating at low-SNR region were designed to assést th
ﬁ%n-regenerative MIMO-aided relay systems in approachiheir
relay channel capacities. Our proposed 16-state URC bastedum

scheme is only 0.4 dB and 0.8 dB away from the corresponding

VIl. RESULTS ANDDISCUSSIONS

Based on the algorithm of Section VI, optimum IRCC schemes
were designed for the MIMO-sym schemes employing both th¢1]
optimum and naive relay matrices. The MIMO-sym Optimum
scheme uses only six subcodes and its IRCC weight is given b[lé]
o = [0.2493852° 4 0.04499172* + 0.1480722° + 0.1859472° +
0.2018982'% +0.169739z""], where the exponent of the dummy vari- [3]
able z denotes the index of the subcodes used in the IRCC. By con-
trasts, the MIMO-sym naive scheme requires eleven subcaitbs
an IRCC weight ol = [0.1845862° +0.1031162 +0.1225622° + 4
0.0107969z" + 0.1056222° + 0.0753062z° + 0.02358392'0 +
0.03574342"2 +0.1770772"% 4 0.01404112¢ + 0.1475712"7].

+ IRCC Decoder
= Decoding trajectory

(5]

(6]

1.0

0.9

(7]

0.8

0.7

(8]

0.6

A0:525
0.5 -

g (W), IaW) —

0.4

El

0.3

02 [10]
SNR=-0.3dB
0.1 A MIMO-sym Demapper
X URC-MIMO-sym Demapper [11]
0.00.0 01 0.2 03 04 05 06 07 08 0.9 1.0
AW, lgW) —
Fig. 5. The EXIT curves of the MIMO-symbol based optimum soke [12]

The corresponding EXIT chart of the MIMO-sym based optimum
scheme is shown in Fig. 5, where the outer decoder's IRCC EXIT

curve perfectly matches the inner URC-MIMO-sym EXIT cunfe. (13]
shown in Fig. 5, the simulation-based step-wise decodiajgdtory
succeeds in traversing through the narrow but marginalgndpXIT  [14]

tunnel to the top-right corner of its EXIT chart, when a suditly

high number of decoding iterations are invoked between tR&€U
MIMO-sym demapper and the IRCC decoder. This confirms that “[|15]
simulations perfectly match the EXIT chart predictionsrtRermore,
when SNR —0.3 dB, the areas under the EXIT curves of
both the MIMO-sym and URC-MIMO-sym demappers are equal to
0.525. Since the area under the EXIT curve of the IRCC decoder
equalsR. = 0.5, the area within the narrow tunnel equals 0.025.
Hence, the proposed IRCC based URC-MIMO-sym scheme is only
0.025 C*** = 0.1 bps away from the MIMO relay DCMC capacity.

In terms of the SNR thresholds, it is only0.3 — (—0.7) = 0.4 dB
and—0.3—(—1.1) = 0.8 dB away from the non-regenerative MIMO
relay DCMC and CCMC capacities, respectively. The EXIT thaf

the MIMO-sym naive scheme exhibit the same trends, but it§STEX
chart tunnel only appears at SNR 1.2 dB, which is 1.5 dB higher
than that of the MIMO-sym optimum scheme.

DCMC and CCMC capacities, respectively.
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